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ABSTRACT 

The exponential growth of user-generated content on platforms like YouTube 

has led to an increase in spam comments, which negatively affect the user 

experience and content moderation efforts. This research presents a 

comprehensive comparative study of various machine learning models for 

detecting spam comments on YouTube. The study evaluates a range of 

traditional and ensemble models, including Linear Support Vector Classifier 

(LinearSVC), RandomForest, LightGBM, XGBoost, and a VotingClassifier, 

with the goal of identifying the most effective approach for automated spam 

detection. The dataset consists of labeled YouTube comments, and text 

preprocessing was performed using Term Frequency-Inverse Document 

Frequency (TF-IDF) vectorization. Each model was trained and evaluated using 

a stratified 10-fold cross-validation to ensure robustness and generalizability. 

LinearSVC outperformed all other models, achieving an accuracy of 95.33% 

and an F1-score of 95.32%. The model demonstrated superior precision 

(95.46%) and recall (95.33%), making it highly effective in distinguishing 

between spam and legitimate comments. The results highlight the potential of 

LinearSVC for real-time spam detection systems, offering a reliable balance 

between accuracy and computational efficiency. Furthermore, the study suggests 

that while ensemble models like RandomForest and VotingClassifier performed 

well, they did not surpass the simpler LinearSVC model in this context. Future 

work will explore the incorporation of deep learning techniques, such as 

Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs), to capture more complex patterns and further enhance spam detection 

accuracy on social media platforms like YouTube. 
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INTRODUCTION 

The growth of social media platforms has fundamentally altered how individuals interact and share content 

globally (Appel et al., 2020; Evans et al., 2021; Manca et al., 2021). YouTube, one of the largest video-sharing 

platforms, enables users to engage with content creators and other viewers through comments, contributing to a 

dynamic online community(Hussain et al., 2024). However, this environment has become increasingly inundated with 

spam comments, ranging from irrelevant promotions to malicious links. This not only disrupts the user experience but 

also poses significant challenges to content moderation. The detection and removal of spam comments have thus 

become critical tasks to maintain the platform's integrity and ensure a safe environment for users (Jain et al., 2021; Rao 

et al., 2021; J. Wang et al., 2021). Manual moderation of millions of comments daily is unfeasible. Therefore, there is a 

pressing need for automated spam detection systems (Gongane et al., 2022). With the advances in machine learning and 

natural language processing (NLP), the development of models that can accurately classify comments as spam or 

legitimate has gained substantial attention [8]. However, existing methods face challenges in adapting to the evolving 

nature of spam tactics, which necessitates the exploration of more sophisticated models. 

Spam detection has been a focal point of research in various domains, including email filtering, social media 

moderation, and online forums. Early methods relied on rule-based approaches that utilized predefined keywords and 

patterns to identify spam (Akinyelu, 2021; Jahan & Oussalah, 2023; Rastogi et al., 2020). While effective in the initial 

stages, these static systems quickly became inadequate as spammers developed more sophisticated evasion techniques 

(Salman et al., 2024). Machine learning emerged as a solution, introducing models capable of learning from labeled 

data and adapting to changing spam patterns. The Naive Bayes classifier was among the first to be employed for spam 

detection, particularly in email filtering systems (Jáñez-Martino et al., 2023). However, as the complexity of spam 

increased, more advanced algorithms such as Support Vector Machines (SVMs) and decision trees were adopted to 

improve classification accuracy. In the context of social media platforms, spam detection has primarily focused on two 

approaches: content-based and behavior-based methods (Rao et al., 2021). Content-based methods analyze the textual 

content of comments to identify spam, while behavior-based methods examine user activity patterns, including post 

frequency and network associations (Abkenar et al., 2023). For platforms like YouTube, which generate vast amounts of 

https://doi.org/10.47709/briliance.vxix.xxxx
https://creativecommons.org/licenses/by-nc/4.0/
https://creativecommons.org/licenses/by-nc/4.0/
https://creativecommons.org/licenses/by-nc/4.0/


 

 

 

E-ISSN : 2807-9035 

Volume 4, Number 2, November 2024 

https://doi.org/10.47709/brilliance.v4i2.4670 

  

 

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 501 
 

textual data, content-based methods are particularly relevant. Traditional text vectorization techniques like 

TfidfVectorizer have been widely used to convert textual data into numerical representations that machine learning 

models can process (Yang et al., 2022). More recently, deep learning models such as Convolutional Neural Networks 

(CNNs) and Long Short-Term Memory (LSTM) networks have been applied to text classification tasks, demonstrating 

enhanced capabilities in capturing complex patterns within textual data (Hassani et al., 2020). However, these models 

require substantial computational resources and large datasets for effective training. 

Despite the extensive research on spam detection for social media platforms like Twitter and Facebook, there 

remains a gap in the application of these methods to YouTube comments. The unique nature of YouTube, where textual 

comments are directly associated with video content, presents specific challenges that have not been thoroughly 

explored in existing studies (Teng et al., 2020). Furthermore, while some research has applied machine learning models 

to this domain, there is a need for a comprehensive evaluation of both traditional and ensemble models to identify the 

most effective approach for this specific context (Mohammed & Kora, 2023). The urgency of addressing spam 

detection on YouTube stems from the increasing prevalence and sophistication of spam tactics. Spam comments can 

mislead viewers, expose them to harmful content such as phishing links, and degrade the overall user experience 

(Abbasi et al., 2021). For content creators, the presence of spam can negatively impact engagement metrics, reducing 

visibility and potential revenue. Given YouTube's vast scale, processing millions of comments each day and manual 

moderation is not a viable solution (Galli et al., 2022). As spam evolves to become more adaptive and personalized, the 

need for automated detection systems becomes critical. Robust spam detection is essential not only for maintaining the 

platform's credibility but also for protecting users from potential harm (Alkhamees et al., 2021). The current state of 

spam detection has seen a shift toward the use of ensemble models and hybrid approaches, which combine multiple 

machine learning algorithms to enhance classification performance (Rao et al., 2023). Ensemble methods, such as 

Random Forest and Gradient Boosting, have demonstrated considerable success in text classification tasks, including 

spam detection (Zhang, 2024). By aggregating the predictions of several base classifiers, these models reduce the risk 

of misclassification and improve overall accuracy. Voting Classifiers, which combine the predictions of multiple distinct 

models, have also been effectively employed in spam detection tasks, offering a balanced approach that captures the 

strengths of individual classifiers (Gaafar et al., 2022). 

Parallel to ensemble methods, deep learning models have gained traction in recent years, particularly for large-

scale text classification tasks. CNNs and Recurrent Neural Networks (RNNs), including LSTMs, have shown promise 

in processing sequential data and identifying intricate patterns within text (Al Zoubi & others, 2024). However, their 

application in real-time spam detection is limited by their computational demands and latency issues. In feature 

engineering, TfidfVectorizer remains a popular tool for converting text into numerical data (M. Wang et al., 2020). 

However, more advanced techniques, such as word embeddings (e.g., Word2Vec, GloVe) and contextual embeddings 

(e.g., BERT, GPT), are increasingly being adopted for their ability to capture nuanced semantic relationships in text. 

Despite their advantages, these methods often require significant computational resources and are complex to 

implement without access to large-scale datasets (Akinyelu, 2021). 

This research aims to develop a scalable and efficient spam detection system for YouTube comments using 

various machine learning models. By systematically comparing a range of machine learning algorithms including 

traditional models such as Naive Bayes and Logistic Regression, as well as more advanced ensemble models like 

Random Forest, Gradient Boosting, XGBoost, and LightGBM, the study seeks to identify the most effective approach 

for classifying comments on YouTube. Additionally, the research explores the potential of a Voting Classifier that 

combines multiple models to achieve superior detection performance. Although substantial progress has been made in 

spam detection across different online platforms, there is a notable gap in research specifically focusing on YouTube 

comments. Most existing studies have concentrated on other social media platforms, overlooking the unique challenges 

posed by YouTube's comment system. Moreover, while models such as Random Forest, SVM, and Naive Bayes have 

been employed for spam detection, their performance in the context of YouTube requires further investigation. Existing 

research also tends to overlook the importance of model interpretability, which is crucial for understanding decision-

making processes in spam detection systems. Another challenge lies in the computational efficiency of these models; 

many advanced algorithms are resource-intensive and may not be suitable for real-time spam detection on a platform as 

vast as YouTube. 

The rest of this paper is organized as follows: The literature review explains the previous and existing research, 

then, the methodology section outlines the dataset used, detailing the preprocessing steps and describing the machine 

learning models implemented for spam detection. The Results section presents the outcomes of the experimental 

evaluations, providing a thorough analysis of the models' performance using metrics such as accuracy, precision, recall, 

and F1-score, and in the discussion section, the implications of the findings are explored, particularly in the context of 

model complexity, computational efficiency, and interpretability. Finally, the Conclusion summarizes the key 

contributions of the research, highlighting its significance and proposing potential directions for future work. This 

structure ensures a systematic exploration of the research questions, grounded in both theoretical and practical insights. 
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LITERATURE REVIEW 
Spam detection has been a focal point of research across various domains, evolving from simple rule-based 

systems to complex machine learning models. This evolution reflects the increasing sophistication of spam tactics and 

the need for adaptable solutions. In the context of social media and video-sharing platforms like YouTube, the challenge 

of accurately identifying and filtering spam comments has grown more complex due to the diverse nature of content 

and user interactions. This section reviews the literature on spam detection, focusing on the progression of 

methodologies and highlighting the gaps that this research aims to address. The initial efforts in spam detection were 

largely centered around email filtering, where rule-based systems played a pivotal role. These systems utilized 

predefined keywords, blacklists, and regular expressions to identify unsolicited messages (Agarwal et al., 2024). While 

these approaches were effective against early forms of spam, they were inherently rigid and struggled to adapt to 

evolving spam strategies. Spammers quickly learned to bypass these static rules by using obfuscation techniques, such 

as misspelling words or varying their messages. The high maintenance costs and the need for constant updates limited 

the scalability of rule-based systems, particularly in dynamic environments like social media. 

To overcome these limitations, statistical and probabilistic models were introduced. Naive Bayes classifiers 

became prominent in email spam filtering, leveraging word frequencies and conditional probabilities to classify 

messages (Andresini et al., 2022). Naive Bayes offered a more flexible and probabilistic approach to spam detection, 

capable of handling large vocabularies and providing insights into the likelihood of a message being spam. Despite its 

effectiveness, the Naive Bayes classifier assumes feature independence, which is not always valid in real-world data, 

resulting in suboptimal performance when dealing with more complex spam scenarios, particularly those involving 

contextual or sequential dependencies. As spam detection moved into the realm of social media, the complexity of the 

problem increased. Social media spam includes a variety of forms, such as fake profiles, phishing links, and 

promotional content. Unlike email, social media spam often involves a mix of text, images, and behavioral patterns, 

making detection more challenging. Researchers have explored both content-based and behavior-based methods for 

spam detection in this domain (Nascimento et al., 2023) 

Content-based methods focus on analyzing the textual content of posts, comments, or messages. Techniques such 

as Term Frequency-Inverse Document Frequency (TF-IDF) and word embeddings (Khan et al., 2021) have been widely 

used to convert textual data into numerical features. These features are then fed into machine learning models like 

Support Vector Machines (SVMs) and decision trees to classify content as spam or legitimate (Hakak et al., 2021). 

SVMs have been favored for their ability to handle high-dimensional feature spaces and find optimal decision 

boundaries between classes. However, these models require careful feature engineering and preprocessing to achieve 

high accuracy, and their performance can be hindered by highly imbalanced datasets, a common issue in spam detection 

where spam comments often represent a small fraction of the total data. Behavior-based methods, on the other hand, 

analyze user activity patterns to identify spam. This approach involves examining metrics such as posting frequency, 

timing, and network associations. For instance, spammers often exhibit abnormal behavior, such as posting many 

comments within a short time frame or engaging with a disproportionately large number of users. Random Forest and 

other ensemble models have been applied to capture these behavioral patterns, showing improved detection rates 

(Barushka, 2020). However, behavior-based methods often require access to detailed user metadata, which may raise 

privacy concerns and is not always readily available for analysis. 

The limitations of traditional machine learning models in handling the nuances of spam detection have led to the 

exploration of deep learning techniques. Deep learning models, particularly Convolutional Neural Networks (CNNs) 

and Recurrent Neural Networks (RNNs), have demonstrated significant success in text classification tasks due to their 

ability to automatically learn complex patterns and semantic structures in text data (Gunturi & Sarkar, 2021). CNNs are 

effective in identifying local patterns within text, such as n-grams, while RNNs, especially Long Short-Term Memory 

(LSTM) networks, excel in capturing sequential dependencies, making them suitable for detecting context-sensitive 

spam. However, the application of deep learning models in spam detection is not without challenges. These models 

require large, labeled datasets for training, which can be a limiting factor in domains where labeled data is scarce or 

costly to obtain. Additionally, deep learning models are computationally intensive, requiring substantial processing 

power and memory. In real-time settings, such as YouTube's comment moderation, the latency introduced by deep 

learning models may render them impractical for deployment. 

In parallel with deep learning, advanced text representation techniques have emerged to enhance spam detection 

performance. Word embeddings like Word2Vec (Gasparetto et al., 2022) and GloVe (Zeakis et al., 2023) capture the 

semantic relationships between words, providing richer representations compared to traditional vectorization methods 

like TF-IDF. More recently, contextual embeddings from transformer-based models like BERT (Reshma, 2020) have 

further improved the ability of models to understand nuanced meanings in text. Despite their advantages, these methods 

often demand extensive computational resources and are complex to integrate into existing workflows, particularly in 

large-scale environments like YouTube. Ensemble methods have gained prominence in spam detection due to their 

ability to combine the strengths of multiple base models. Random Forest, an ensemble of decision trees, has been 

widely adopted for spam detection tasks and has shown robust performance across different datasets (Liu et al., 2021). 

Gradient Boosting techniques, such as XGBoost (Bazzaz Abkenar et al., 2021) and (Fafalios et al., 2020), build models 
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sequentially, focusing on correcting the errors of their predecessors to improve accuracy. These models are particularly 

effective in handling imbalanced datasets and capturing complex decision boundaries. Voting Classifiers represent 

another ensemble approach that aggregates the predictions of multiple models to achieve a more balanced and robust 

classification outcome. By combining the strengths of diverse algorithms, Voting Classifiers can mitigate the 

weaknesses of individual models and enhance overall performance. Hybrid models, which integrate machine learning 

and deep learning techniques, have also been explored to leverage the advantages of both approaches (Kavzoglu & 

Teke, 2022). These models typically use CNNs or RNNs for feature extraction, followed by ensemble classifiers for the 

final prediction, thereby achieving high accuracy while maintaining computational efficiency.  

While significant advances have been made in spam detection across various platforms, the application of these 

techniques to YouTube comments presents unique challenges. YouTube's comment system is intrinsically linked to 

video content, introducing a multimodal aspect to spam detection that is not present in text-only platforms. Spam 

comments on YouTube can vary depending on the type of video, the target audience, and the spammer's objectives, 

requiring models to be highly adaptable to different contexts. Existing research on YouTube spam detection has often 

employed traditional machine learning models such as Naive Bayes, SVM, and Random Forest, with varying degrees of 

success (Ahmed et al., 2023; Saumya & Singh, 2022). However, these models may not fully capture the dynamic and 

evolving nature of spam tactics on YouTube. Additionally, the scale of YouTube's platform, with millions of comments 

generated daily, necessitates models that are not only accurate but also computationally efficient. Real-time spam 

detection requires models that can process large volumes of data swiftly, making computational efficiency a critical 

consideration. The need for real-time processing, coupled with the evolving nature of spam, underscores the importance 

of exploring advanced ensemble methods and hybrid models that can adapt to the dynamic environment of YouTube. 

The literature highlights the evolution of spam detection methods, from early rule-based approaches to advanced 

machine learning and deep learning techniques. However, despite the progress, several gaps remain, particularly in the 

context of YouTube. Most notably, there is a need for a comprehensive evaluation of various machine learning models 

tailored specifically for YouTube's comment system, addressing the unique challenges of multimodal content and real-

time processing. While deep learning and ensemble methods have shown promise, their applicability to YouTube spam 

detection has not been fully explored in a comparative context. This research aims to bridge these gaps by 

systematically evaluating a diverse set of machines learning models, including traditional classifiers, advanced 

ensemble methods, and a Voting Classifier designed to combine the strengths of multiple algorithms. By focusing on 

YouTube-specific challenges, such as the diversity of comment styles and the need for computational efficiency, this 

study seeks to identify the most effective spam detection approach for this platform. The findings will not only 

contribute to the literature on spam detection but also provide practical insights for enhancing automated moderation 

systems on YouTube and similar platforms. 

 
METHOD 

The methodology for this research involves a systematic approach encompassing dataset preparation, text 

preprocessing, feature extraction, model development, cross-validation, and model evaluation. This section provides a 

detailed explanation of the mathematical formulations, algorithms, and processes utilized in each stage. 

 

Dataset Preparation 

The dataset used in this study consists of YouTube comments, each labeled as either spam (1) or legitimate (0). 

The dataset includes features such as Author, Date, Content, VideoName and the target variable CLASS. The raw 

dataset is denoted as (𝐷 = {(𝑋𝑖 , 𝑦𝑖)}𝑖=1
𝑁 ), where (𝑋𝑖) represents the feature vector for the ( 𝑖 )-th comment, and 

(𝑦𝑖 ∈ {0,1}) is the corresponding label. Here, ( 𝑁 ) is the total number of comments. To ensure data integrity, duplicate 

entries are removed using the transformation 𝐷′ = {(𝑋𝑖 , 𝑦𝑖) ∈ 𝐷: 𝑋𝑖 ≠ 𝑋𝑗  ∀𝑖 ≠ 𝑗}. The resulting dataset (𝐷′) forms 

the basis for further processing. The dataset is then explored for missing values, which can affect model performance. 

Let (𝛿(𝑋𝑖)) be an indicator function that checks for missing values in the feature vector 𝛿(𝑋𝑖) = 1 𝑖𝑓𝑎𝑛𝑦𝑋𝑖𝑗 =

𝑁𝑎𝑁, ∀𝑗, 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒. Then, 𝑖𝑓(∑ δ(𝑋𝑖))𝑁
𝑖=1  is non-zero, appropriate imputation techniques are applied, such as 

replacing missing values with the mean, median, or mode of the respective feature. 

  

Text Preprocessing and Feature Engineering 

The primary input feature for classification is the textual content of comments. To enhance the input features, 

text-based attributes Author, Video_Name and Content are concatenated into a single composite feature 

comment_info = AUTHOR +  VIDEO_NAME +  CONTENT. Let (𝑇 = {𝑡𝑖}𝑖=1
𝑁 ) represent the set of composite text 

features. Each element (𝑡𝑖)undergoes the following preprocessing steps: tokenization, lowercasing, stopword removal, 

and stemming/lemmatization. Tokenization splits the text into individual tokens 𝑡𝑖 = [𝑤𝑖1, 𝑤𝑖2, … , 𝑤𝑖𝑛]. Tokens are 

converted to lowercase to ensure case insensitivity, stopwords are removed to reduce noise, and 

stemming/lemmatization reduces tokens to their root forms. 
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Feature Extraction Using TF-IDF Vectorization 

The preprocessed text is transformed into numerical form using Term Frequency-Inverse Document Frequency 

(TF-IDF) vectorization. Let (𝒱 = {𝑣𝑘}𝑘=1
𝑉 ) denote the vocabulary, where ( 𝑉 ) is the vocabulary size. The TF-IDF score 

for each term (𝑣𝑘) in a document (𝑡𝑖) is calculated as tfidf(𝑡𝑖 , 𝑣𝑘) = tf(𝑡𝑖, 𝑣𝑘) × idf(𝑣𝑘), where tf(𝑡𝑖, 𝑣𝑘) =
count(𝑣𝑘,𝑡𝑖)

∑ count(𝑣𝑗,𝑡𝑖)𝑣𝑗∈𝑡𝑖

 is the term frequency, and idf(𝑣𝑘) = log (
𝑁

1+|{𝑡𝑖:𝑣𝑘∈𝑡𝑖}|
) is the inverse document frequency. This process 

transforms each comment (𝑡𝑖) into a vector in (𝑅𝑉) is 𝑣(𝑡𝑖) = [tfidf(𝑡𝑖, 𝑣1),tfidf(𝑡𝑖 , 𝑣2), … ,tfidf(𝑡𝑖, 𝑣𝑉}]. Then, the 

resulting TF-IDF matrix (𝑋 ∈ 𝑅𝑁×𝑉) serves as the high-dimensional representation of the comments. 

 

Data Splitting and Handling Class Imbalance 

 

The dataset is partitioned into training and testing subsets using an 80-20 split ratio (𝑋train, 𝑦train), (𝑋test, 𝑦test) =
train_test_split(𝑋, 𝑦,test_size = 0.2). To address class imbalance, the imbalance ratio ( ρ) is computed as ρ =
∑ 𝟙(𝑦𝑖=1)𝑁

𝑖=1

𝑁
, where (𝟙(⋅)) is the indicator function. If significant imbalance is detected, Synthetic Minority Over-

sampling Technique (SMOTE) is applied to generate synthetic samples of the minority class 𝑥new = 𝑥minority + λ ⋅

(𝑥neighbor − 𝑥minority), where (𝑥minority) is a minority class sample, (𝑥neighbor) is a randomly selected nearest neighbor, 

and (λ ∼ 𝑈(0,1)). 

 

Model Development 

This research involves implementing and comparing several machine learning models. Let (ℳ) represent the set 

of models is presented in the equation 1. 

ℳ = {LinearSVC,RandomForest,NaiveBayes, 
LogisticRegression,DecisionTree,KNN,GradientBoosting, 

XGBoost,LightGBM,VotingClassifier} 

(1) 

 

Each model (𝑀 ∈ ℳ) is trained to learn a function (𝑓𝑀: 𝑅𝑉 → {0,1}). The LinearSVC model seeks to find a 

hyperplane that maximizes the margin between classes. The optimization problem for LinearSVC is defined as 

min𝑤,𝑏
1

2
|𝑤|2 + 𝐶 ∑𝑁

𝑖=1 max(0,1 − 𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏)), where (𝑤) is the weight vector, ( 𝑏 ) is the bias term, and 

( 𝐶 ) is the regularization parameter. Naive Bayes assumes conditional independence between features, calculating the 

posterior probability for classification is 𝑃( 𝑦 ∣∣ 𝑥 ) =
𝑃(𝑦) ∏ 𝑃( 𝑥𝑗∣∣𝑦 )𝑉

𝑗=1

𝑃(𝑥)
. In  addition, RandomForest, an ensemble method, 

builds multiple decision trees on bootstrapped samples and aggregates their predictions 

𝑓RF(𝑥) = arg max𝑐∈{0,1} ∑ 𝟙(ℎ𝑡(𝑥) = 𝑐)𝑇
𝑡=1 , 

where ( 𝑇 ) is the number of trees. GradientBoosting builds models sequentially, with each model correcting the 

residuals of its predecessor is 𝑓(𝑚)(𝑥) = 𝑓(𝑚−1)(𝑥) + ηℎ𝑚(𝑥), where ( η) is the learning rate. The VotingClassifier 

combines multiple models through majority voting �̂� = arg max𝑐∈{0,1} ∑ 𝟙(𝑓𝑀(𝑥) = 𝑐)𝑀∈𝒮 . 

 

Cross-Validation and Model Evaluation 

To ensure robust evaluation, ( 𝑘 )-fold cross-validation is employed. The dataset is split into ( 𝑘 ) folds, with 

each model (𝑀 ∈ ℳ) trained and validated across these folds. The performance metrics are calculated for each model 

as presented in the equation 2-5. 

 

 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

(2) 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

(3) 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

(4) 

 

F1-score = 2 ×
Precision × Recall

Precision + Recall
 

 

(5) 
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where ( 𝑇𝑃 ), ( 𝑇𝑁 ), ( 𝐹𝑃 ), and ( 𝐹𝑁 ) are derived from the confusion matrix. For evaluation, the model with the 

highest average F1-score across ( 𝑘 )-folds is selected as the best model. This model is then trained on the entire 

training set and evaluated on the test set 𝑋𝑡𝑒𝑠𝑡 and 𝑦𝑡𝑒𝑠𝑡, The final evaluation includes metrics such as accuracy, 

precision, recall, F1-score, and the confusion matrix to provide a comprehensive performance assessment. 

 

RESULT 

This section presents the results obtained from the cross-validation of various machine learning models, followed 

by an evaluation of the best-performing model on the test set. The analysis includes a comparison of model 

performance based on accuracy, precision, recall, and F1-score. The discussion focuses on interpreting these metrics, 

assessing the strengths and limitations of each model, and highlighting the significance of the best-performing model 

for spam detection on YouTube comments. 

To ensure a robust evaluation, a stratified 10-fold cross-validation was performed for each of the candidate 

models. The cross-validation results, summarized in the table below, reveal the performance metrics of each model, 

including accuracy, precision, recall, and F1-score as presented in the table 1. Among the evaluated models, Linear 

Support Vector Classifier (LinearSVC) achieved the highest performance across all metrics, with an accuracy of 

95.33%, precision of 95.46%, recall of 95.33%, and an F1-score of 95.32%. This indicates that LinearSVC effectively 

distinguishes between spam and legitimate comments with a high degree of accuracy and balance. RandomForest 

closely followed LinearSVC, with an accuracy of 95.07% and similar values for precision, recall, and F1-score, 

demonstrating the robustness of ensemble learning methods in this classification task. DecisionTree, LightGBM, and 

VotingClassifier models also exhibited strong performance, with accuracy rates of 94.56% and F1-scores above 94.5%, 

suggesting that these models are capable of capturing complex patterns within the dataset. The VotingClassifier, which 

combines multiple models through majority voting, achieved a high precision of 94.75%, indicating its ability to 

leverage the strengths of its constituent models. However, its performance was marginally lower than that of 

LinearSVC and RandomForest, suggesting that the ensemble of base models did not outperform the best individual 

model in this context. 

Table 1. Comparison of Performance Result 

Model Accuracy Precision Recall F1 Score 

LinearSVC 0.953265 0.954646 0.953265 0.953231 

RandomForest 0.950704 0.952955 0.950704 0.950645 

DecisionTree 0.945583 0.945795 0.945583 0.945577 

LightGBM 0.945583 0.946588 0.945583 0.945554 

VotingClassifier 0.945583 0.947495 0.945583 0.945527 

XGBoost 0.939181 0.939709 0.939181 0.939164 

LogisticRegression 0.937900 0.940251 0.937900 0.937820 

GradientBoosting 0.935980 0.939723 0.935980 0.935847 

KNN 0.911012 0.913887 0.911012 0.910862 

NaiveBayes 0.763124 0.763171 0.763124 0.763116 

 

XGBoost, LogisticRegression, and GradientBoosting displayed moderate performance, with accuracy scores 

ranging from 93.6% to 93.9%. These models, while slightly less accurate than the top performers, still offer competitive 

results and demonstrate the effectiveness of different learning paradigms in text classification. Notably, the NaiveBayes 

classifier had the lowest performance, with an accuracy of 76.31%, precision of 76.32%, recall of 76.31%, and an F1-

score of 76.31%. This outcome is consistent with the limitations of the NaiveBayes model, which assumes feature 

independence, an assumption that may not hold in the context of complex textual data like YouTube comments. Given 

its superior cross-validation performance, LinearSVC was selected as the best model and subsequently evaluated on the 

test set to assess its generalization capabilities. The confusion matrix and performance metrics for LinearSVC on the 

test set are as presented in table 2. 

Table 2. Confusion matrix and Performance of LinearSVC 

Class Precision Recall F1-score Support 

0 0.93 0.98 0.95 170 

1 0.99 0.94 0.96 221 

 

accuracy    391 

macro avg 0.96 0.96 0.96 391 

weighted avg 0.96 0.96 0.96 391 

 

LinearSVC achieved an accuracy of 96% on the test set, confirming its ability to generalize well to unseen data. 

The precision for spam comments (class 1) was exceptionally high at 0.99, indicating that the model has a strong 

capability to correctly identify spam comments without generating many false positives. The recall for spam comments 
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was 0.94, signifying that the model successfully identified 94% of all actual spam comments in the test set. This balance 

between precision and recall is reflected in the F1-score of 0.96, which provides a single metric that considers both false 

positives and false negatives. For legitimate comments (class 0), the precision was 0.93 and the recall was 0.98, leading 

to an F1-score of 0.95. These values indicate that while LinearSVC is slightly more conservative in classifying 

legitimate comments as non-spam, it effectively minimizes the false negative rate for legitimate comments. The overall 

performance suggests that LinearSVC is highly effective in handling the inherent trade-offs between precision and 

recall, making it a suitable choice for spam detection in the context of YouTube comments. 

 

DISCUSSION 

The high performance of LinearSVC can be attributed to its ability to find an optimal hyperplane in the high-

dimensional feature space created by TF-IDF vectorization. By maximizing the margin between spam and legitimate 

comments, LinearSVC minimizes misclassifications, especially when dealing with complex and imbalanced data. The 

results show that LinearSVC not only excels in cross-validation but also maintains its performance on unseen data, 

highlighting its robustness and reliability for this classification task. RandomForest, with its ensemble learning 

approach, also performed exceptionally well, underscoring the importance of leveraging multiple decision boundaries to 

improve classification accuracy. However, its slight underperformance compared to LinearSVC suggests that while 

ensemble methods are powerful, they may not always capture the intricate linear separations that an SVM can provide 

in high-dimensional spaces. 

The VotingClassifier, which aimed to combine the strengths of multiple models, yielded high precision but did 

not surpass LinearSVC. This outcome indicates that while ensemble strategies like majority voting can enhance 

performance, the selection and combination of base models are crucial. In this study, LinearSVC's straightforward yet 

effective approach provided a more decisive separation of classes than the combined efforts of the VotingClassifier. 

NaiveBayes' lower performance was expected, given its assumption of feature independence, which is unlikely to hold 

true in natural language processing tasks involving complex word dependencies and contextual meanings. The results 

reinforce the notion that more sophisticated models, capable of capturing nuanced patterns in the text, are necessary for 

accurate spam detection. Overall, the findings demonstrate that LinearSVC is a highly effective model for spam 

detection in YouTube comments, achieving a commendable balance between precision and recall. The high accuracy 

and F1-score indicate that this model can serve as a reliable component in automated moderation systems, reducing the 

prevalence of spam and improving the overall quality of user interactions on the platform. Further research could 

explore the integration of deep learning models to capture even more complex patterns in the data, potentially 

enhancing the detection of more subtle forms of spam. 

 

CONCLUSION 

This research aimed to develop an effective machine learning-based system for detecting spam comments on 

YouTube, a task that has become increasingly critical due to the growing prevalence of unsolicited and potentially 

harmful content on the platform. Through a systematic evaluation of various machine learning models, including 

traditional classifiers, ensemble methods, and a Voting Classifier, the study identified Linear Support Vector Classifier 

(LinearSVC) as the most effective model for this task. LinearSVC achieved the highest performance across multiple 

metrics, including an accuracy of 95.33% and an F1-score of 95.32% in cross-validation, and maintained an impressive 

accuracy of 96% on the test set. The superior performance of LinearSVC can be attributed to its ability to find an 

optimal hyperplane in the high-dimensional feature space created by TF-IDF vectorization, effectively maximizing the 

margin between spam and legitimate comments. This model demonstrated a remarkable balance between precision and 

recall, indicating its robustness in both identifying true spam comments and minimizing false positives. The consistent 

performance of LinearSVC across both the training and testing phases highlights its potential as a reliable tool for 

automated spam detection in large-scale comment moderation systems like YouTube. 

RandomForest and other ensemble models, such as LightGBM and the VotingClassifier, also exhibited strong 

performance, underscoring the effectiveness of ensemble learning in capturing complex patterns within textual data. 

However, the marginal differences in performance between these models and LinearSVC suggest that, while ensemble 

strategies can enhance classification accuracy, simpler linear models may sometimes offer a more decisive separation of 

classes in high-dimensional text spaces. The NaiveBayes classifier, with its relatively lower performance, reaffirmed the 

limitations of assuming feature independence in natural language processing tasks, particularly in the context of 

nuanced and context-dependent spam content. The findings of this study have several implications. First, they 

demonstrate that linear models, when coupled with effective feature engineering techniques such as TF-IDF 

vectorization, can serve as a powerful approach for spam detection in online comment sections. Second, the research 

highlights the importance of selecting appropriate machine learning models based on the nature of the data and the 

specific requirements of the application domain. In the context of YouTube comments, where the volume and variety of 

content are vast, a model like LinearSVC offers a balance between computational efficiency and classification accuracy, 

making it suitable for real-time deployment. 
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While the results are promising, this research also points to potential areas for further exploration. Future work 

could investigate the integration of deep learning models, such as Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs), which are known for their ability to capture intricate patterns in text data. 

Additionally, incorporating more advanced natural language processing techniques, such as word embeddings and 

contextual embeddings like BERT, could further enhance the detection of more subtle forms of spam. Moreover, the 

exploration of hybrid models that combine the strengths of traditional machine learning and deep learning approaches 

may yield even more robust solutions. 
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