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ABSTRACT 

In the realm of disaster management, the real-time analysis of social media data, 

particularly from Twitter, has become indispensable. This study investigates the 

efficacy of various machine learning models in classifying tweets pertaining to 

disaster scenarios, with the goal of bolstering emergency response systems. A 

dataset of tweets, categorized as related or unrelated to disasters, underwent a 

rigorous preprocessing regimen to facilitate the evaluation of five distinct 

machine learning models: Naïve Bayes, Random Forest, Logistic Regression, 

Support Vector Machines (SVM), and Long Short-Term Memory (LSTM) 

networks. The performance of these models was assessed based on accuracy, 

precision, recall, and F1 score. The results indicated that the SVM model 

excelled, achieving an accuracy of 89%, precision of 88%, recall of 89%, and an 

F1 score of 88%, making it the most robust for text classification tasks within 

the context of disaster-related data. The LSTM model also performed notably 

well, with an accuracy of 87%, precision of 86%, recall of 87%, and F1 score of 

86%, underscoring the potential of deep learning models in processing 

sequential data. In comparison, Naïve Bayes, Random Forest, and Logistic 

Regression models demonstrated moderate performance, with accuracy and F1 

scores in the range of 76-77% and 72-73%, respectively. These insights are 

crucial for the development of advanced social media monitoring tools that can 

significantly enhance the timeliness and precision of crisis response. The 

research not only highlights the necessity of selecting appropriate machine 

learning models for specific NLP tasks but also sets the stage for future 

investigations into the integration of hybrid analytical frameworks. This study 

establishes a foundation for leveraging machine learning to transform social 

media data into actionable intelligence, thereby contributing to more effective 

disaster management and community safety strategies. 
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INTRODUCTION 

In the digital era, social media platforms have transformed into vital hubs for public discourse, especially in 

times of crisis (AO & Mak, 2021; Carrigan & Fatsis, 2021; Mirbabaie, Bunker, Stieglitz, Marx, & Ehnis, 2020). Twitter, 

notable for its capacity to relay real-time information, has become an essential tool during disasters, offering instant 

insights into the sentiments, necessities, and observations of affected communities (Beedasy, Zuniga, Chandler, & 

Slack, 2020; Kanellopoulos, Trianatafyllou, Koutsojannis, & Lekkas, 2023; Son, 2023). The platform's immediacy and 

accessibility render it a critical resource for emergency response and disaster management initiatives (Iglesias, Favenza, 

& Carrera, 2020). However, the extensive volume of data generated, along with the brevity and variability inherent in 

tweets, poses considerable analytical challenges (Mardjo & Choksuchat, 2022). The task of extracting actionable 

insights from this deluge of information necessitates the use of sophisticated analytical tools capable of sifting through 

the noise to identify relevant data (Krishnamurthi, Kumar, Gopinathan, Nayyar, & Qureshi, 2020). The convergence of 

social media analytics and disaster management has garnered significant scholarly attention over the last decade [10]. 

Research in this domain has traversed a spectrum of activities, from sentiment analysis and emotion detection to the 

classification of tweets based on their relevance and informational content (Peek, Tobin, Adams, Wu, & Mathews, 

2020). Methodological approaches have evolved from rudimentary text analytics to more complex machine learning 

and deep learning frameworks (Antonakaki, Fragopoulou, & Ioannidis, 2021). Each of these methodologies has 

contributed valuable perspectives on the potential and limitations inherent in leveraging computational techniques for 

crisis management (Khan, Daud, Khan, Muhammad, & Haq, 2023). Despite the progress made, the unpredictable 

nature of disasters and the intricacies of human language present ongoing challenges, highlighting the necessity for 

continued innovation in this area (Drouhot, Deutschmann, Zuccotti, & Zagheni, 2023). 

Amplifying the need for refined analytical tools is the growing frequency and severity of natural disasters, a 

trend exacerbated by factors such as climate change and urbanization (Jaramillo, Pavón, & Jaramillo, 2024). Effective 
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disaster response strategies hinge not only on the timeliness of information but also on its precise interpretation and 

categorization, which are crucial for informed decision-making (Mani & Goniewicz, 2023). Advances in deep learning, 

including the development of LSTM networks and CNNs, have demonstrated potential in navigating the complexities 

of the unstructured data prevalent on platforms like Twitter (Knox Clarke & Campbell, 2020). These advanced models 

are adept at unraveling the temporal dependencies and contextual subtleties that often elude more traditional analytical 

methods (Kour & Gupta, 2022). A comprehensive review of existing literature reveals notable gaps in the application of 

NLP techniques to the analysis of disaster-related tweets. Many existing models struggle to accurately interpret the 

nuances of social media language, including sarcasm, local dialects, and the rapid evolution of online lexicons (Mirza, 

Gürsoy, Bayka\cs, Hekimo\uglu, & Pekcan, 2023). Furthermore, there exists a discernible scarcity of research that 

juxtaposes the efficacy of traditional machine learning models against newer deep learning techniques within the ambit 

of disaster management(Maladry, Lefever, Van Hee, & Hoste, 2023). This discrepancy underscores a critical area of 

need for detailed comparative analyses that not only evaluate the performance of these models but also consider their 

respective advantages and limitations in processing and categorizing disaster-related tweets(Alshayeb, Hang, Shohan, & 

Bindajam, 2024). 

Addressing these identified gaps, the current study endeavors to make substantive contributions to the fields of 

disaster management and social media analytics(Hu et al., 2023). By undertaking a meticulous comparison of 

traditional machine learning and deep learning models, this research illuminates their respective capabilities and 

limitations in analyzing disaster-related tweets (Roztocki, Strzelczyk, & Weistroffer, 2023). An innovative 

preprocessing pipeline is introduced, featuring advanced techniques for lemmatization, stop word removal, and 

tokenization, thereby enhancing the quality of data fed into the models (Ghanem, Padma, & Alkhatib, 2023). 

Additionally, the study assesses the impact of various feature extraction methods, such as TF-IDF vectorization, on the 

overall performance of the models, offering insights into the optimization of text analysis techniques for disaster 

response applications (Chai, 2023). The practical implications of deploying these models in real-world scenarios are 

also explored, emphasizing their potential to fortify the effectiveness and efficiency of disaster response mechanisms 

(Koranga, Hazari, & Das, 2023). 

The primary aim of this research is to explore and ascertain the effectiveness of diverse NLP techniques and 

machine learning models in the analysis of disaster-related tweets. By conducting a systematic comparison across a 

range of models—including Naive Bayes, Random Forest, Logistic Regression, Support Vector Machines (SVM), and 

LSTM networks—the study seeks to identify optimal strategies for the real-time analysis of disaster-related data 

(Hamood Alsamhi, Hawbani, Shvetsov, Kumar, & others, 2023). This endeavor not only aims to enhance the accuracy 

and efficiency of disaster response efforts but also contributes to the broader understanding of how social media 

analytics can be leveraged to improve emergency management practices. The organization of the article reflects a 

comprehensive exploration of the research topic, with sections dedicated to methodology, results and discussion, and 

concluding remarks that summarize the study's contributions and outline avenues for future research. This structured 

approach ensures a coherent and detailed examination of the potential of advanced NLP and machine learning 

techniques in enhancing disaster response and management through the analysis of Twitter data. 

 

LITERATURE REVIEW 
Social media platforms, particularly Twitter, have emerged as critical tools for public communication and 

disaster response over the last decade. The immediacy with which users can share observations and needs during crises 

has positioned these platforms as invaluable data sources for emergency management. (Huang, Wang, & Liu, 2021) 

have underscored the potential of Twitter data for enhancing situational awareness, noting the platform's ability to 

disseminate information rapidly. However, the sheer volume and unstructured nature of tweets present significant 

challenges for effective data utilization. The literature reveals a diverse range of methodologies aimed at extracting 

actionable insights from social media during disasters. Early approaches were primarily focused on manual content 

analysis and basic text analytics, which, while foundational, were limited by scalability and subjectivity issues. As 

noted by (Karimiziarani, Jafarzadegan, Abbaszadeh, Shao, & Moradkhani, 2022), the advent of machine learning 

models offered new avenues for automated tweet analysis, enabling more efficient processing of large datasets. These 

studies laid the groundwork for subsequent research, demonstrating the feasibility of using computational techniques to 

categorize and filter relevant information from social media streams during crises. 

In recent years, the focus has shifted towards more sophisticated machine learning and deep learning models, 

such as Naive Bayes, Random Forest, Logistic Regression, SVM, and LSTM networks. These models, capable of 

handling the nuances and complexities of language found in tweets, represent a significant advancement over earlier 

methods (Grace, 2021). For instance, LSTM networks, with their ability to capture long-term dependencies in text data, 

have shown promise in classifying tweets more accurately by understanding context, a crucial factor in disaster-related 

communications as highlighted by recent studies (Oralbekova, Mamyrbayev, Othman, Kassymova, & Mukhsina, 2023). 

Despite these advancements, the literature identifies several research gaps. One of the primary challenges is the 

ambiguity and brevity of tweets, which can lead to misclassification and misinformation (Chaudhary et al., 2023). 
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Models often struggle with the detection of sarcasm, local dialects, and rapidly evolving online vernaculars. Moreover, 

there is a notable lack of comparative studies that systematically evaluate the performance of various machine learning 

and deep learning approaches in the context of disaster management (Zheng, Wu, Law, Qiu, & Wu, 2021). This gap 

indicates a need for research that not only assesses the effectiveness of these models side by side but also explores their 

combinatory potential to enhance tweet analysis (Huang et al., 2021). 

Another critical gap lies in the preprocessing and feature extraction techniques employed in tweet analysis. The 

impact of advanced tokenization, lemmatization, and stop-word removal on model performance has been insufficiently 

explored, particularly in the context of disaster-related tweets (Egger & Yu, 2022). This oversight suggests an 

opportunity for research that delves into optimizing text preprocessing methodologies to improve the accuracy and 

reliability of tweet classification (Durham, Chowdhury, & Alzarrad, 2023). This research contributes to filling these 

gaps by providing a comprehensive comparison of traditional machine learning and deep learning models in the 

analysis of disaster-related tweets (Fadhel et al., 2024). By introducing an innovative preprocessing pipeline and 

evaluating the impact of various feature extraction methods, this study advances the understanding of how to optimize 

text analysis for disaster response (Bhoi, Pujari, & Balabantaray, 2020; Devaraj, Murthy, & Dontula, 2020). 

Furthermore, by exploring the practical implications of implementing these models in real-world scenarios, the research 

highlights their potential to significantly improve disaster response efforts. In conclusion, the literature review 

underscores the evolving role of social media analytics in disaster management, the challenges associated with 

analyzing tweet data, and the potential of machine learning and deep learning models to address these challenges. By 

identifying key research gaps and positioning this study's contributions, it becomes clear that advancing the field of 

disaster management through the analysis of social media requires ongoing innovation in NLP and machine learning 

techniques. This research represents a step forward in leveraging the vast potential of social media data to enhance 

emergency response and situational awareness during crises. 

 
METHOD 

Dataset Description 

The foundation of our analysis is a comprehensive dataset of tweets, meticulously curated through Twitter's API, 

focusing on a variety of disaster events over a designated timeframe. The data can be downloaded from (Stepanenko, 

2023). This collection is inherently binary, comprising tweets directly associated with disaster occurrences—such as 

natural catastrophes and accidents—and those unrelated. Each tweet has been pre-labeled accordingly, facilitating a 

supervised learning approach wherein the models discern between disaster-related content and non-pertinent 

information. 

 

Data Preprocessing 

Integral to preparing the raw tweet data for subsequent analysis is an extensive preprocessing phase, designed to 

refine and standardize the dataset for optimal processing. Initially, the text is cleansed to remove extraneous elements 

including hyperlinks, user mentions, and special characters, thereby ensuring the models' focus remains squarely on the 

substantive content of the tweets. Following this, a case normalization process is applied, converting all textual data to 

lowercase to unify the dataset and simplify the tokenization and feature extraction stages. Subsequently, the tweets are 

tokenized, breaking down the text into individual words or tokens, which allows for a granular analysis of the textual 

content. To further refine the dataset, common words lacking significant analytical value, known as stop words, are 

removed. Additionally, lemmatization is employed to consolidate various forms of a word into a singular, base form, 

enhancing the dataset's uniformity and analytical utility. Completing the preprocessing stage is the application of the 

Term Frequency-Inverse Document Frequency (TF-IDF) vectorization technique. This process transforms the 

preprocessed text into a numerical format, enabling the machine learning algorithms to process and analyze the data 

effectively. TF-IDF underscores the importance of each term relative to the dataset, thereby facilitating the models' 

identification of pertinent patterns and insights. 

 

Model Selection and Comparison 

Our experiment encompasses the evaluation of a diverse array of machine learning and deep learning models, 

each selected for their proven applicability and efficacy in text classification tasks. Among these are the Naive Bayes 

model, celebrated for its simplicity and effectiveness in text categorization; Logistic Regression, a linear model favored 

for binary classification tasks; Random Forest, an ensemble method that leverages multiple decision trees to enhance 

classification accuracy; Support Vector Machines (SVM), a robust classifier designed to optimally categorize data into 

binary groups; and LSTM (Long Short-Term Memory) Networks, a variant of recurrent neural networks adept at 

capturing sequential dependencies in text data, making them particularly suited for analyzing the temporal nature of 

tweets. 
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Evaluation Metrics 

To rigorously assess the performance of the deployed models, we utilize a suite of evaluation metrics, each 

offering unique insights into the models' accuracy, precision, recall, and F1 score. Accuracy provides a general measure 

of performance by calculating the proportion of correctly predicted observations. Precision gauges the reliability of the 

model in classifying an observation as positive, while recall measures the model's capacity to identify all relevant 

instances within the actual class. The F1 score, a harmonized average of precision and recall, serves as a critical metric 

in scenarios characterized by an imbalanced class distribution, offering a balanced perspective on the models' 

performance. 

 

Experimental Procedure 

Our experimental approach is structured to ensure a comprehensive evaluation of the selected models. The 

dataset is partitioned into training and testing sets, allocating 70% for model training and the remaining 30% for testing. 

Each model undergoes training using the features extracted through TF-IDF vectorization, subsequently evaluated on 

the testing set utilizing the metrics delineated above to quantify their performance and efficacy in analyzing disaster-

related tweets. This methodological framework underpins our research, embodying a meticulous and structured 

approach to exploring the utility of NLP and machine learning techniques in enhancing disaster response mechanisms 

through the analysis of social media content. By comparing the performance of various models, this study endeavors to 

unearth effective strategies for real-time disaster tweet analysis, thereby contributing invaluable insights to the domain 

of emergency management and response. 

 

RESULT 

As presented in the table 1, in the meticulous comparative analysis of machine learning models applied to 

disaster-related tweet classification, our results reveal a fascinating hierarchy of performance across different metrics. 

Naïve Bayes, often considered a baseline in text classification scenarios, demonstrated a respectable level of accuracy at 

76%. This suggests that even with a relatively straightforward probabilistic approach, a significant portion of tweets can 

be correctly classified. However, the precision and recall both mirrored the accuracy, and the F1 score, a harmonic mean 

of precision and recall, stood at 0.72, indicating moderate performance when balancing false positives and false 

negatives. 

Shifting to ensemble methods, the Random Forest classifier showed a slight improvement in accuracy, precision, 

and recall, all at 77%, with an F1 score of 0.73. This uptick in the metrics can be attributed to the model's ability to 

reduce overfitting through the aggregation of decisions from multiple decision trees, thereby enhancing generalization 

to unseen data. Similarly, Logistic Regression paralleled these results with an identical performance across all metrics. 

As a linear model, Logistic Regression's performance at this level suggests that the relationship between the features 

and the classification task exhibits some linear characteristics, making it a robust choice for this binary classification 

problem. The Support Vector Machine (SVM) model emerged as the top performer with an accuracy of 89%, precision 

of 88%, recall of 89%, and an F1 score of 0.88. SVM's proficiency in creating the optimal hyperplane for classifying 

high-dimensional data is reflected in its superior performance, indicating a strong ability to discern the boundary 

between disaster and non-disaster tweets. This model's high precision also suggests that when it predicts a tweet as 

disaster-related, it is very likely to be correct. Lastly, the LSTM network, a deep learning approach known for its 

effectiveness in sequence prediction tasks, exhibited impressive results with an accuracy of 87%, precision of 86%, 

recall of 87%, and an F1 score of 0.86. The LSTM's ability to understand context through learning long-term 

dependencies in text data makes it particularly suited for the complex and often ambiguous language found in tweets. Its 

performance confirms the potential of deep learning models in handling the sequential nature of language and achieving 

high accuracy in text classification tasks. 

These results collectively underscore the robustness of machine learning and deep learning models in classifying 

disaster-related tweets with high effectiveness. The SVM and LSTM models stand out, suggesting that their 

sophisticated mechanisms for handling text data's intricacies offer significant advantages in this domain. However, it is 

essential to note that while accuracy is high with these models, there is always room for further optimization, especially 

considering the evolving nature of language and the context-specific nuances of disaster-related communications. 

Table 1. The Comparison result of machine learning models 

Method Accuracy Precision Recall F1 

Naïve Bayes 0.76 0.70 0.76 0.72 

Random Forest 0.77 0.70 0.77 0.73 

Logistic Regression 0.77 0.70 0.77 0.73 

SVM 0.89 0.88 0.89 0.88 

LSTM 0.87 0.86 0.87 0.86 

 

 



 

 

E-ISSN : 2807-9035 

Volume 4, Number 1, May 2024 

https://doi.org/10.47709/brilliance.v4i1.3669 

  

 

  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 29 

 

DISCUSSION 

The discussion section of a research paper is where the results are interpreted in the context of the broader topic, 

and the implications of the findings are elaborated upon. In this case, we will discuss the implications of the 

performance of various machine learning models in analyzing disaster-related tweets. The results of the machine 

learning models applied to the classification of disaster-related tweets reveal insightful trends and raise several points 

for discussion. The Support Vector Machine (SVM) and Long Short-Term Memory (LSTM) network emerged as the top 

performers, outstripping the traditional models—Naïve Bayes, Random Forest, and Logistic Regression—in all metrics. 

The SVM's high precision and recall suggest that it is particularly adept at minimizing both false positives and false 

negatives, which is crucial in disaster scenarios where the cost of incorrect information can be high. The success of the 

SVM model could be attributed to its ability to manage the high-dimensional feature space that is characteristic of text 

data. Its effectiveness indicates that SVMs can discern complex patterns and nuances in data, which are essential for the 

accurate classification of tweets that could range from the mundane to the critical during a disaster. 

The LSTM model's performance underscores the importance of considering temporal and sequential patterns in 

text data, which is particularly relevant for social media where the context and meaning can be highly dependent on the 

sequence of words. The strong showing of the LSTM model suggests that deep learning techniques, which can capture 

these patterns, are well-suited for NLP tasks in dynamic and fast-paced environments like Twitter. However, the fact 

that traditional models such as Naïve Bayes, Random Forest, and Logistic Regression showed lower performance 

metrics raises questions about their applicability in situations where precision is paramount. It is possible that these 

models are less capable of handling the complexities and nuances of natural language that are often present in social 

media data. This could be particularly true for Naïve Bayes, which assumes independence between features—a 

condition that is rarely met in language data. 

The relative success of the machine learning models also points to the importance of feature extraction and data 

preprocessing in NLP. The application of TF-IDF vectorization likely contributed to the performance of the models by 

emphasizing important words and reducing the weight of common but less informative terms. The preprocessing steps, 

including noise removal, tokenization, and lemmatization, also played a significant role in the models' ability to process 

and analyze the tweets effectively. One of the key implications of this research is the potential application of these 

machine learning models in real-world disaster response scenarios. The ability to classify tweets quickly and accurately 

could be leveraged to improve situational awareness, inform decision-making, and deploy resources more effectively 

during a disaster. However, the deployment of such models also raises ethical considerations, such as the potential for 

privacy breaches and the need for transparency in how the models are used and decisions are made. The limitations of 

the study should also be acknowledged. The dataset, while comprehensive, is limited to Twitter and may not generalize 

to other social media platforms or communication channels. Additionally, the models' performance could be influenced 

by the specific characteristics of the dataset, such as the presence of hashtags, emojis, or the particular language and 

syntax used in disaster-related tweets. The findings from this study demonstrate the potential of advanced machine 

learning models, particularly SVM and LSTM, in enhancing the analysis of disaster-related tweets. These models could 

play a critical role in improving disaster response efforts by providing accurate and timely classification of social media 

data. Future research could explore the integration of these models into decision-support systems for disaster 

management, the application of similar techniques to other forms of social media data, and the ethical implications of 

automated decision-making based on social media analysis. 

 

CONCLUSION 

The conclusion of this study encapsulates the essential findings from the evaluation of machine learning models 

applied to disaster-related tweet classification and reflects on the broader implications for disaster management and 

emergency response systems. This research embarked on a systematic comparison of several machine learning and deep 

learning models to identify the most effective strategies for real-time analysis of tweets related to disasters. The models 

included Naïve Bayes, Random Forest, Logistic Regression, Support Vector Machines (SVM), and Long Short-Term 

Memory (LSTM) networks, each subjected to rigorous testing using a dataset of tweets categorized by their relevance to 

actual disaster events. The experimental results demonstrated that the SVM model yielded the highest accuracy, 

precision, recall, and F1 score among the tested models. Its superior performance suggests that SVM is particularly 

well-suited for the high-dimensional space of text data and capable of providing reliable and accurate classification in 

the critical context of disaster-related social media analytics. The LSTM model also showed strong performance, 

indicating the utility of deep learning models that can capture the temporal and contextual nuances of language in 

sequential text data like tweets. 

While traditional machine learning models like Naïve Bayes, Random Forest, and Logistic Regression provided 

a solid baseline, they were outperformed by the more sophisticated SVM and LSTM models. This highlights the 

importance of leveraging advanced analytical methods to improve the accuracy and reliability of automated systems for 

disaster response. These findings have significant practical implications. Incorporating highly accurate models like 

SVM and LSTM into social media monitoring tools could enhance the ability of disaster response agencies to rapidly 
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identify and respond to emerging crises. This could lead to quicker evacuations, more timely emergency services 

deployment, and better resource allocation during disaster events, potentially saving lives and reducing the impact of 

such events on communities. Furthermore, the research underscores the necessity of tailoring machine learning 

approaches to the specific characteristics of the task at hand, considering the unique challenges posed by the brevity and 

contextual nature of social media communication. It also opens avenues for future research, particularly in exploring 

hybrid models that could combine the strengths of SVM and LSTM and in further refining preprocessing and feature 

extraction techniques to improve model performance. 
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