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ABSTRACT 

Data mining can generally be defined as a technique for finding 

patterns (extraction) or interesting information in large amounts of 

data that have meaning for decision support. One of the well-known 

and commonly used association rule discovery data mining methods 

is the Apriori algorithm. The Association Rule and the Apriori 

Algorithm are two very prominent algorithms for finding a number 

of frequently occurring sets of items from transaction data stored in 

databases. The calculation is done to determine the minimum value 

of support and minimum confidence that will produce the 

association rule. The association rule is used to produce the 

percentage of purchasing activity for an itemset within a certain 

period of time using the RapidMiner software. The results of the test 

using the priori algorithm method show that the association rule, that 

customers often buy toothpaste and detergents that have met the 

minimum confidence value. By searching for patterns using this a 

priori algorithm, it is hoped that the resulting information can 

improve further sales strategies. 
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INTRODUCTION 

 

The development of information technology has contributed to the rapid growth in the amount 

of data collected and stored in large databases. This also brings major changes to the level of 

competition in companies, so companies and business actors must create various solutions to survive. 

So we need a method or technique that can turn a mountain of data into information or valuable 

knowledge useful to support business decision making. One technology that can be used to make it 

happen is data mining. Data Mining is the process of extracting information from data sets through 

the use of algorithms and techniques involving the fields of statistics, machine learning mathematics, 

artificial intelligence (Ridwan et al., 2013) and system management database (Yanto & Khoiriah, 

2015).  

Management of very large data will involve the process of data mining. According to data 

mining is a procedure or stage in finding a data structure. Such data structures can take many forms, 

including rules, graphs or networks, trees and equations, and several others. Data mining is used for 

the extraction of important information hidden from big datasets. By using data mining a case can be 

seen from trends, structures and predictions in the future (Fatihatul et al., 2011). Data mining itself 

has many stages and techniques that can be applied in real life. Data mining is part of the process 

stages Knowledge Discovery in Database (KDD) (King et al., 1966). With data mining, we can 

classify, predict, estimate and get other useful information from large data sets (Mardi, 2017). 
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The company's fierce competition in the field of sales makes business actors smart in analyzing 

the market. In addition, the availability of goods sold is also one of the factors that must be analyzed 

so that customer needs can be met. Therefore, many researchers are trying to change the current sales 

process patterns, especially in the trade sector. One of the companies engaged in buying and selling is 

a mini market (Indomaret). Indomaret is one of the minimarket networks in Indonesia that provides 

basic necessities and daily needs (Hasibuan et al., 2017) with a sales area of less than 200 M2. This 

business began to grow when PT. Indomarco Prismatama first built Indomaret outlets in Jakarta in 

1998, and then followed by building Indomaret outlets throughout Indonesia (Wahyuni, 2019). 

So far, transactions that occur are only allowed to accumulate and become a data warehouse. 

There is no analysis of sales data regarding the pattern of customer purchases that should be, because 

the data can provide information or knowledge which is useful if handled properly. One of the efforts 

to explore information or added value from a data warehouse is often termed data mining (Al Syahdan 

& Sindar, 2018). The method that is often used to analyze customer buying patterns is the association 

method or association rule mining. Association rule mining is a method for finding the pattern of 

relationships between one or more itemsets in a dataset (Sornalakshmi et al., 2020). 

Association Rule is a technique used to find out what processes often occur together. The 

Association Rule algorithm used is the a priori algorithm. A priori algorithm is a data retrieval 

algorithm with associative rules (associative rules) to determine the associative relationship of item 

combinations. The association rules in question are carried out through a mechanism for calculating 

support and confidence from the relationship of goods (Yanto & Khoiriah, 2015). The process of 

searching for association rules or relationships between itemsets is obtained from a relational data 

base (Yudanar et al., 2020).  In the retail business, the association rule mining method is more 

commonly known as a shopping basket (market basket analysis) (Gunadi & Sensuse, 2012). 

Market Basket Analysis is a method of analyzing consumer behavior specifically from a 

particular group/group (Gunadi & Sensuse, 2012). The affinity analysis function or market basket 

analysis is a rule that states the association between several attributes. This Market Basket Analysis is 

considered capable of providing a way out in recommending a combination of product categories 

related to the use of the Apriori algorithm through the Association Rules method.  The Apriori 

Algorithm was invented by Agrawal (Wang and Zheng 2020) and Srikant (Raj et al., 2020) 1994 (Yang 

et al., 2017). 

So this study discusses the sales pattern of Indomaret, the case study of Indomaret Tanjung 

Anom using the Apriori Algorithm with association rules which aims to increase product sales by 

finding association rules from product purchase transactions. This algorithm will determine consumer 

buying patterns and then form a combination of items that are often sold to be used as sales packages 

or bundling. Provide data on products that are purchased by customers as data, so that it can be seen 

how many customers buy a product that is influenced by other products. In the end, it can make it 

easier to reference the stock of goods and automate the calculation of the analysis of goods sales at 

Indomaret Tanjung Anom. 

 
 

LITERATURE REVIEW 

 

A. Data Mining 

The system that builds the classifier (Lindell & Pinkas, 2000) is one of the tools commonly 

used in data mining. The system takes as input a collection of cases, each belonging to one of a small 

number of classes and described by their values for a fixed set of attributes, and generates a classifier 

that can accurately predict the class to which the new case belongs (Wu et al., 2008). According to 
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(Ayyoubzadeh et al., 2020) Data mining algorithms and techniques are well-known tools for 

predictive model development and data analysis (Injadat et al., 2020). They can implicitly extract 

useful (Ge et al., 2017) information (Asif et al., 2017) from raw data (P. Liu et al., 2020). The extracted 

knowledge can be used in various fields. Data mining helps at this point by investigating unrelated 

relationships in the data and providing useful insights to data owners (Chamikara et al., 2020). 

Meanwhile, according to (Hearst, 1999) data mining tends to be automated trending and up-to-

date across very large data sets, usually for decision-making purposes (Hearst, 1999). For this reason, 

the application of machine learning and data mining methods today is very important and 

indispensable in an effort to intelligently transform all available information into valuable knowledge 

(Kavakiotis et al., 2017). Recently, the term Big Data has become famous replacing data mining. This 

is a complete rebranding of the term data mining with a focus on ever larger and more diverse data 

sets and sources. In addition, such capabilities may often need to be shared with external parties for 

further analysis (Chamikara et al., 2020). 

 

B. Association Rule Mining 

In recent years, researchers have realized that association rule mining is one of the most 

effective algorithms for solving various problems (Zhang et al., 2019). Association rules are widely 

used in various fields such as, telecommunications networks, markets, human age risk and inventory 

control (Son et al., 2018). Mining association rules (Li & Zhang, 2011) plays an important role in 

data mining and knowledge discovery as it can reveal strong associations between items in the 

database. There is, however, an important problem with traditional association rules. The mining 

method is that they can generate a very large number of association rules depending on how the 

parameters are set (Nguyen et al., 2018). Association rule mining basics introduced by Agrawal (Jeeva 

& Rajsingh, 2016) 1993 (Schmitz et al., 2006), mining association issues have received a lot of 

attention. 

Association rules of the form A → B where A (antecedent) and B (consequent) is a set of 

predicates (Abdel-Basset et al., 2018). A spatiotemporal association rule occurs when there is a 

spatiotemporal relationship in the antecedent or consequence of the rule. The basic model of 

association rules is as follows. Suppose /=  {𝑖𝑗, 𝑖2>. . . , 𝑖𝑚}into a set of items. Let T be a set of 

transactions (database), where each transaction t (data case) is a set of items such that 𝑡 𝐶𝑍 /. The 

association rule is an implication of the form 𝑋 ↠  𝑌, where𝑋 𝒸 /, 𝑌𝒸𝐼, and𝑋𝑛𝑌 = 𝑂. Rule 𝑋 → 𝑌 

holding in the transaction set (Agarwal et al., 2013) T with confidence (Li et al., 2016) c if c% of 

transactions in T that support X also support Y. The rules have support 𝑖′ 𝑖𝑛 𝑇 𝑖𝑓.?% of transactions in 

T contains< 𝑗 𝑌 (Lee et al., 2005). 

Association rule mining is a data mining technique that can be used to find a number of rules 

or combinations of items or frequent itemsets. Regarding residence characteristics, some association 

rules were found through Apriori-based analysis (Li et al., 2019). Association rules, one of the most 

useful constructs in data mining (Feng et al., 2016). Association rules are generally represented in the 

form of IF-THEN which is easier for researchers to interpret and understand the results obtained 

(Borah & Nath, 2018). Mined association rules are usually filtered first by three statistical indicators, 

namely support, confidence and lift ratio. Support is an indication of how often the association rule 

appears in the data set. Confidence is an indication of how reliable a rule calculation is. The lift ratio 

is an indication of the strength of the dependence between the antecedents and consequences of the 

association rule. Only association rules whose support, confidence and lift ratios are greater than the 

corresponding thresholds are left for further association rule analysis. For more details, see the 

equation below: (Schmitz et al., 2006) : 
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𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴 → 𝐵)  =  𝑃(𝐴 ∪ 𝐵)  (1) 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝐴 → 𝐵) = 𝑃(𝐵\𝐴) =
𝑃(𝐴∪𝐵)

𝑃(𝐴)𝑃(𝐵)
(2) 

𝑙𝑖𝑓𝑡(𝐴 → 𝐵) =
𝑃(𝐴∪𝐵)

𝑃(𝐴)𝑃(𝐵)
 (3) 

 

where P(A B) is the probability that A and B coincide in the data set to be analyzed, P(B | A) is 

the conditional probability of B given A, P(A) is the probability that A appears in the data set, and 

P(B) is the probability that B appears in the data set (Zhang et al., 2019). 
 

C. Apriori Algorithm 

The Apriori algorithm is one of the algorithms that is widely used in the discovery of association 

rules. The Apriori algorithm is considered to be the best known algorithm for mining (Liu et al., 2017) 

association rules used to find a common set of items (Azeez et al., 2019). This algorithm is also 

successfully applied in many fields such as, hypothesis, numerical investigation, big data processing, 

etc. Developed by Agrawal (Jeeva & Rajsingh, 2016) and Sriknat (Raj et al., 2020). Although the 

performance of the classical Apriori algorithm using the iterative method (Yang et al., 2017) cannot 

compete with sophisticated depth-first approaches. Therefore the basic idea of finding all frequent 

items in a given database is universal and easy to apply to any rule asosiasi (Hong et al., 2020) mining 

problem though approach depth-first (Yuan, 2017). 

 

 
Fig 1. Association Rule Mining Process Flow Chart 

 

There are two steps in using the Apriori algorithm for association rule mining. The first step is 

to find all the frequently occurring item sets from the database or data warehouse. The second step is 

to generate association rules from the set of frequently occurring items. The second step is easier to 

achieve, while the first step is difficult to achieve. Since the overall performance of mining association 

rules is decided by the first step, most studies are focused on the first problem (Guo et al., 2017). 
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The Apriori algorithm is summarized in Algorithm 1. This algorithm has two stages: the training 

stage and the testing stage. In the training phase, the algorithm can observe the behavior specification 

and make generalizations from it. Some algorithms are set learning stages, where known attack 

samples are provided. In the testing phase, the algorithm is provided with the situation and decides 

on the possibility of having an attack. This algorithm uses an extensive search mechanism and hash 

tree configuration to make candidate itemsets computed efficiently to determine the frequency of 

occurrence for each itemsets. (Junianto & Rachman, 2020). The pseudocode of the algorithm is 

summarized in Algorithm 2 (Azeez et al., 2019). 

 

 
 

D. RapidMiner 

Today, there are various well-known general purpose tools and frameworks that can be used for 

data mining purposes such as: Rapidminer, Weka, SPSS, Knime, Orange, Spark Lib, and so on. 

However, this tool is not easy for researchers to use because it is necessary to select a particular 

method/algorithm to apply or use and to provide appropriate parameters beforehand in order to get 

good results/models. So, researchers must have a certain amount of expertise to find the right setting 

(Romero & Ventura, 2020). All data mining techniques in this study have been carried out with 

RapidMiner software. 

Rapid Miner is a software created by Dr. Markus Hofmann from the Blanchardstown Institute 

of Technology and Ralf Klinkenberg from rapid-i.com with a GUI (Graphical User Interface) display 

making it easier for users to use this software.  RapidMiner is open source software. RapidMiner is a 

solution to perform an analysis of data mining, text mining and predictive analysis. By using Rapid 

Miner, no special coding skills are needed, because all the features are provided. RapidMiner has 

approximately 500 data mining operators, including operators for input, output, data preprocessing 
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and visualization (Rahmatullah et al., 2020). 
 

METHOD 

 

A. Dataset 

The dataset used in this study was taken from surveys, observations and direct interviews. The 

data sample consists of several transaction records totaling 16 purchase transactions. 

 

B. Research Steps 

The research steps modeled in this study are illustrated in figure 2. 
 

 
Fig 2. Research Steps 

 

Figure 2 shows the research steps to be carried out by entering the sample data to be studied, 

then the Apriori Algorithm functions to determine the classification of patterns/combinations in a set 

of itemsets. Then the Association Rule method is used to process the data and calculate the results of 

the association rules on that set of items. 
 

RESULT 

 

A. Transaction Data Sample 

The sample data used in this study were taken from surveys and field observations. Table 1 

below attaches a sample of purchase transaction data. 
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Table 1. Purchase Transaction Sample Data 

ID 

TRX ITEM SET 

1 Snack, Soft Drink, Cigarette, Face Wash, Tissue 

2 Soft Drink, Ice Cream, Face Wash, Detergent, Bath Soap 

3 Snack, Ice Cream, Toothpaste, Bath Soap, Tissue 

4 Ice Cream, Tissue 

5 Snack, Cigarette, Toothpaste, Face Wash, Detergent, Bath Soap 

6 Soft Drink, Detergent, Bath Soap, Tissue, Baby Diapers 

7 Snack, Soft Drink, Toothpaste, Face Wash, Bath Soap, Baby Diapers 

8 Snack, Cigarette, Toothpaste, Detergent, Bath Soap 

9 Soft Drink, Face Wash 

10 Snack, Ice Cream, Toothpaste, Face Wash, Detergent, Baby Diapers 

11 Face Wash, Tissue 

12 Toothpaste, Face Wash, Detergent, Bath Soap 

13 Bath Soap, Baby Diapers 

14 Face Wash 

15 Snack, Face Wash 

16 Toothpaste, Face Wash, Detergent, Bath Soap, Tissue, Baby Diapers 

 

B. Implementation and Testing 

 

 

 
Fig 3. Design Process on RapidMiner 

 

Figure 3 above shows the design design of the purchase transaction data to be studied using 

RapidMiner software. After everything has been configured between the data and the algorithm you 

want to use, then run the process. This study uses the provisions of min. support 70% and min. 70% 

confidence. 
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Based on table 2 below, the results of the calculation of support and confidence that have been 

described in the previous sub-chapter, obtained 22 association rules where all confidence values have 

met the minimum value, from this information it can be concluded that the purchasing pattern and 

product combination rule can be seen in table 3. 

 

Table 2. Results of Lift Ratio Association Rule 

 
 

Table 3. Result of Association Rule 

No. Association Rules 

1 

IF Face Wash, Bath Soap, 

Toothpaste, THEN Detergent 

2 

IF Face Wash, Bath Soap, 

Detergent, THEN Toothpaste 

3 

IF Face Wash, Toothpaste, 

Detergent, THEN Bath Soap 

4 

IF Bath Soap, Toothpaste, 

Detergent, THEN Face Wash 

5 IF Soft Drink, THEN Face Wash 

6 IF Baby Diapers, THEN Bath Soap 

7 

IF Face Wash and Bath Soap, 

THEN Toothpaste 

8 IF Face Wash and Toothpaste, 
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THEN Bath Soap 

9 

IF Face Wash and Bath Soap, 

THEN Detergent 

10 

IF Face Wash and Detergent, 

THEN Bath Soap 

11 

IF Face Wash and Toothpaste, 

THEN Detergent 

12 

IF Face Wash and Detergent, 

THEN Toothpaste 

13 

IF Toothpaste and Detergent, 

THEN Face Wash 

14 

IF Snack and Toothpaste, THEN 

Bath Soap 

15 

IF Toothpaste and Detergent, 

THEN Bath Soap 

16 IF Toothpaste, THEN Bath Soap 

17 IF Detergent, THEN Bath Soap 

18 IF Cigarette, THEN Snack 

19 

IF Face Wash and Baby Diapers, 

THEN Toothpaste 

20 

IF Toothpaste and Baby Diapers, 

THEN Face Wash 

21 

IF Bath Soap and Snack, THEN 

Toothpaste 

22 

IF Snack and Detergent, THEN 

Toothpaste 

 

 

DISCUSSION 

 

From the results of observations of data on a number of components of product sales 

transactions that occurred at Indomaret Tanjung Anom, 22 attributes of different association rules 

have been found between one algorithm and another. Research using the Apriori algorithm also 

produces 26 lift ratio association rules on the sales attributes of these products. The analysis conducted 

on the strength level of association rules shows that the association rules generated by the Apriori 

algorithm have a higher level of strength than those generated by the FP-growth algorithm. 
 

CONCLUSION 

 

Based on the research and discussion conducted, it can be concluded several things, namely the 

association rule mining method using a priori algorithms can be applied to find patterns of purchase 

transactions by combining goods used as sales packages or bundling in order to increase product 

sales. Based on the 22 association rules obtained, it produces 2 products that are often purchased at 

the same time, namely toothpaste and detergent with a support value of 40% and 80% confidence. 

The higher the minimum support and minimum confidence used, the fewer frequent itemsets and 

rules are formed and the accuracy decreases. The product combination rules have been found using 
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association rules and have been tested using rapidminer software. Association rules can be applied to 

make it easier to reference stock of goods and automate the calculation of goods sales analysis at 

Indomaret Tanjung Anom. 
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