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ABSTRACT 

With the rapid rise of mobile communication, Short Message Service (SMS) has become an essential platform for 

transmitting information. However, the growing volume of unsolicited and harmful spam messages presents 

significant challenges for both users and mobile network operators. This study explores the effectiveness of various 

machine learning models, including Random Forest, Gradient Boosting, AdaBoost, Support Vector Machine 

(SVM), Logistic Regression, and an Ensemble Voting Classifier, in detecting SMS spam. A dataset containing 

5,572 SMS messages, labeled as either spam or ham (legitimate), was used to evaluate these models. 

Hyperparameter tuning was performed on each model to optimize accuracy, and the models were assessed using 

metrics such as precision, recall, F1-score, and accuracy. The results indicated that the SVM and Ensemble Voting 

Classifier achieved the highest performance, with accuracies of 0.9857 and 0.9848, respectively. Both models 

demonstrated superior recall for spam messages, making them highly effective for real-world spam detection 

systems. While Random Forest, Gradient Boosting, and AdaBoost also performed well, their slightly lower recall 

for spam suggests that they may misclassify some spam as legitimate messages. The study highlights the 

effectiveness of machine learning models in addressing the SMS spam problem, particularly when using ensemble 

methods. Future research should focus on addressing class imbalance and exploring deep learning approaches to 

further enhance model performance. These findings offer valuable insights for developing more accurate and 

scalable SMS spam detection systems. 

Keywords: SMS spam detection; Machine learning; Ensemble classifiers; Support Vector Machine; 

Spam classification 

 

1. INTRODUCTION 

 The rise of mobile communication technologies has brought about significant advancements in how people 

connect, and Short Message Service (SMS) remains one of the primary methods of direct communication, especially 

in regions with limited internet access (Božanić & Sinha, 2021; Ling et al., 2020; Rida, 2021). However, with the 

widespread use of SMS, there has been a surge in unsolicited and harmful messages commonly referred to as spam 

(Maqsood et al., 2023; Patil et al., 2022; Sharaff et al., 2021). These spam messages range from unwanted 

advertisements to more malicious threats, such as phishing scams and malware distribution, posing risks not only to 

users but also to the security of mobile networks (Weichbroth Pawełand Łysik, 2020). Detecting and mitigating SMS 

spam is increasingly crucial, especially as traditional detection methods fail to keep pace with the sophistication of 

modern spam. As a result, machine learning has emerged as a promising solution for building more effective and 

adaptable spam detection systems (Jáñez-Martino, Alaiz-Rodr’iguez, González-Castro, Fidalgo, & Alegre, 2023). In 

the early stages of SMS spam detection research, rule-based systems were the dominant approach (Saidani et al., 

2020). These systems relied on predefined rules such as the presence of specific keywords or patterns in the message 

content to classify spam (Jáñez-Martino et al., 2023). While rule-based approaches provided initial success, they 

quickly became outdated as spammers devised new ways to avoid detection (Rao et al., 2021). This led to a shift 

towards machine learning-based methods, which are capable of learning from data and automatically detecting spam 

without the need for manually defined rules. 

Naive Bayes classifiers were among the first machine learning techniques applied to spam detection. Known for 

their simplicity and effectiveness in text classification, Naive Bayes models compute the probability of a message 

being spam based on the occurrence of specific words (Daisy & Begum, 2021). However, despite their initial success, 

Naive Bayes models struggle with imbalanced datasets, which are common in spam detection tasks, where legitimate 

messages vastly outnumber spam (Bose, 2023). Support Vector Machines (SVM) also gained popularity in SMS spam 

detection due to their ability to handle high-dimensional data. SVMs aim to find an optimal boundary that separates 
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spam from non-spam messages (Choi et al., 2024). Although SVMs can achieve good accuracy, their computational 

cost, especially when working with large datasets, makes them less practical for real-time applications (Afifi et al., 

2020). 

More recent research has focused on ensemble learning techniques, which combine multiple classifiers to improve 

performance (Ganaie et al., 2022). Random Forest, Gradient Boosting, and AdaBoost are popular ensemble methods 

used for spam detection (Fayaz et al., 2020). These models operate by aggregating the predictions of several individual 

models, reducing overfitting and increasing robustness. For example, Random Forest builds an ensemble of decision 

trees and averages their predictions to improve accuracy (Zhou et al., 2020). Gradient Boosting constructs models 

sequentially, where each new model corrects the errors of its predecessor, resulting in a strong predictive model. The 

rapid increase in the volume and complexity of spam messages poses serious risks to both individuals and 

organizations (Zhou et al., 2020). Spam messages disrupt communication, degrade the user experience, and in more 

severe cases, lead to financial loss or data breaches. Particularly in developing regions where SMS is a primary means 

of communication, users are at greater risk of being deceived by phishing schemes, fraudulent requests, or malware 

distributed through spam messages (Jáñez-Martino et al., 2023). Furthermore, mobile network operators bear the 

financial burden of delivering spam messages, which adds to the urgency of developing robust spam detection systems. 

The growing sophistication of spammers, who now use techniques such as message obfuscation, URL shortening, 

and content masking, exacerbates the problem. Traditional spam detection systems, including keyword-based filters 

and manual reporting, are increasingly ineffective against these tactics (Alkhalil et al., 2021). Therefore, there is an 

urgent need for a scalable, accurate, and adaptive system that can effectively detect and prevent spam in real-time. 

Modern SMS spam detection techniques are heavily reliant on machine learning models that can process and classify 

textual data (Tusher et al., 2024). The most widely used method for transforming SMS messages into numerical data 

for machine learning models is Term Frequency-Inverse Document Frequency (TF-IDF). TF-IDF helps identify the 

relative importance of words within a message, making it easier for models to differentiate between spam and 

legitimate messages (Islam et al., 2021). 

In terms of classifiers, ensemble models such as Random Forest and Gradient Boosting represent the state of the 

art. Random Forest, which builds an ensemble of decision trees and averages their predictions, is highly effective in 

handling noisy data and mitigating overfitting (Zhang et al., 2023). Gradient Boosting, which builds models in a 

sequential manner to correct errors made by previous models, is another leading method due to its ability to refine its 

predictions over time. Support Vector Machines (SVM) remain a strong candidate for SMS spam detection due to 

their effectiveness in high-dimensional data classification (Saidani et al., 2020). However, their computational 

complexity, particularly with large datasets, limits their applicability in real-time systems. Ensemble techniques, such 

as Voting Classifiers, which combine the outputs of multiple base classifiers, have gained significant attention. By 

taking the majority vote or averaging the probabilities predicted by individual models, Voting Classifiers provide more 

robust predictions and improve accuracy, especially in cases where no single model consistently outperforms others 

(Mushtaq et al., 2022). 

Despite advancements in machine learning techniques for SMS spam detection, there are still challenges that have 

yet to be fully addressed. One major challenge is the imbalance between spam and legitimate messages in most 

datasets. This imbalance can cause machine learning models to favor the majority class, leading to poor performance 

in detecting spam messages (Le Jeune et al., 2021). Various methods, such as the Synthetic Minority Over-sampling 

Technique (SMOTE), have been proposed to address this issue, but further research is needed to find the most effective 

ways of improving performance on imbalanced datasets (Alam et al., 2022). Another limitation of current spam 

detection systems is the lack of interpretability (Abu-Salih et al., 2022). Many machine learning models, such as 

Random Forest and Gradient Boosting, are often treated as black boxes, making it difficult to understand how they 

arrive at their predictions. In practical applications, especially in security-sensitive domains, the ability to explain a 

model’s decisions is crucial for building trust. While there are some techniques for feature importance analysis, these 

are not widely used in SMS spam detection and require more attention. Lastly, the dynamic nature of spam poses a 

continuous challenge. Spammers constantly adapt their tactics to bypass detection systems, using techniques like URL 

obfuscation and content manipulation (Kulkarni et al., 2024). Although machine learning models can adapt to new 

data, more research is needed to develop models that are both adaptable and scalable enough to handle real-time spam 

detection in evolving environments. 

The goal of this research is to address these gaps by developing a more advanced system for SMS spam detection 

that leverages multiple machine learning models and ensemble methods. Specifically, this study will compare the 

performance of five classifiers: Random Forest, Gradient Boosting, AdaBoost, SVM, and Logistic Regression and 

explore the benefits of using an Ensemble Voting Classifier. The aim is to assess which model or combination of 
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models can provide the best trade-off between accuracy, computational efficiency, and real-world applicability for 

spam detection. This research will also investigate the use of advanced resampling techniques to handle imbalanced 

datasets and improve the interpretability of the models through feature importance analysis. The focus will be on 

building a system that is not only highly accurate but also interpretable and adaptable to the evolving nature of spam. 

The rest of this article is organized as follows: The next section describes the data set used in the study and details 

the preprocessing techniques applied to prepare the data for model training. The following section outlines the machine 

learning models used, including the hyperparameter tuning process and cross-validation setup. Afterward, the results 

section presents the performance metrics of the models, including accuracy, precision, recall, and AUC-ROC curves. 

The discussion section interprets these findings in the context of existing research, with a focus on model 

interpretability, handling data imbalance, and adaptability to new spam patterns. The conclusion summarizes the key 

contributions of the study and suggests directions for future research in SMS spam detection. 

 

LITERATURE REVIEW 

The task of detecting SMS spam has undergone significant evolution over the years, progressing from simple rule-

based systems to sophisticated machine learning approaches (Kulkarni et al., 2024). The early stages of SMS spam 

detection focused on manually crafted rules, relying on keyword detection and pattern matching. These rule-based 

systems, though effective in initial spam detection tasks, struggled to adapt to the increasing complexity and diversity 

of spam messages as spammers developed new tactics (Tusher et al., 2024). As spam techniques evolved, rule-based 

systems required constant updates, and the rigid nature of these systems hindered their scalability. The limitations of 

rule-based systems led to a shift towards statistical methods, with Naive Bayes being one of the earliest machine 

learning techniques applied to SMS spam detection. Naive Bayes classifiers, as explored in studies by (Daisy & 

Begum, 2021), assume that features (in this case, words or tokens in a message) are independent of each other. 

Although Naive Bayes is computationally efficient and performs well in text classification tasks, it often struggles 

with imbalanced datasets, where legitimate messages significantly outnumber spam messages (de Zarzà et al., 2023). 

This imbalance can cause Naive Bayes models to underperform, particularly when dealing with rare but important 

spam patterns. In addition, Naive Bayes models assume that the presence of one feature is unrelated to the presence 

of another, which is not always the case in real-world data, limiting their effectiveness in more complex spam detection 

tasks (Noekhah et al., 2020). 

Support Vector Machines (SVM) have also been widely used in SMS spam detection due to their ability to handle 

high-dimensional data. SVM models, as noted by (Gaye et al., 2021), are particularly effective at creating a clear 

separation between classes by identifying an optimal hyperplane in feature space. The strength of SVM lies in its 

ability to handle non-linear data when combined with kernel functions, making it a robust option for spam 

classification. However, SVMs are computationally expensive, especially when working with large datasets, and 

require careful tuning of parameters such as the regularization term and kernel type. This complexity makes SVM less 

practical for real-time spam detection in large-scale environments. With advancements in ensemble learning, 

techniques such as Random Forest, Gradient Boosting, and AdaBoost have become state-of-the-art methods for SMS 

spam detection. Random Forest, introduced by (Genuer et al., 2020), builds an ensemble of decision trees by randomly 

selecting subsets of features and samples to train each tree. This approach mitigates the problem of overfitting, which 

is common in single decision trees, and results in more robust performance across diverse datasets. In spam detection, 

Random Forest has demonstrated superior performance due to its ability to handle large feature spaces and noisy data. 

Studies such as those by (Shaaban et al., 2022) highlight Random Forest's effectiveness in text classification tasks, 

including SMS spam detection. 

Gradient Boosting, another powerful ensemble method, builds models sequentially, with each new model correcting 

the errors of the previous ones. Introduced by (Prosise, 2022), Gradient Boosting has shown exceptional performance 

in a variety of classification tasks. Its ability to improve iteratively makes it a strong candidate for handling complex 

datasets, including those with subtle spam patterns that are harder to detect. While Gradient Boosting is effective, it 

can be prone to overfitting if not carefully regularized, and its sequential nature can result in slower training times 

compared to other models like Random Forest. AdaBoost, developed by (Mienye & Sun, 2022), is another ensemble 

technique that focuses on combining weak learners (often decision trees with a single split, known as stumps) to create 

a strong classifier. AdaBoost assigns higher weights to misclassified instances during each iteration, allowing it to 

focus on harder-to-classify messages. Although AdaBoost has been effective in many spam detection tasks, it is 

sensitive to noisy data and outliers, which can negatively impact its performance (Maurya et al., 2023). 

The rise of ensemble techniques such as Voting Classifiers has marked a shift towards combining the strengths of 

multiple models to improve classification performance. Voting Classifiers aggregate the predictions of different base 
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models (e.g., Random Forest, Gradient Boosting, SVM) and either take a majority vote (hard voting) or average the 

predicted probabilities (soft voting) to make a final prediction (Awe et al., 2024). This approach, as discussed by (Roy 

et al., 2020), leverages the strengths of individual classifiers while compensating for their weaknesses, resulting in 

more robust and accurate spam detection systems. While machine learning models have demonstrated their 

effectiveness in detecting SMS spam, they are not without limitations. One of the most significant challenges in spam 

detection is dealing with imbalanced datasets, where legitimate messages far outnumber spam. This imbalance can 

lead to biased models that are more likely to misclassify spam messages as legitimate. Several techniques have been 

proposed to address this issue, such as Synthetic Minority Over-sampling Technique (SMOTE), which generates 

synthetic samples for the minority class to balance the dataset. Studies by (Abid et al., 2022) have shown that SMOTE 

can significantly improve the performance of classifiers in imbalanced datasets, but its effectiveness in SMS spam 

detection still requires further exploration. 

Additionally, the interpretability of machine learning models is a growing concern in SMS spam detection. Models 

like Random Forest and Gradient Boosting, while achieving high accuracy, are often treated as black boxes, making 

it difficult to understand how they arrive at their predictions (Carmona et al., 2022) In practical applications, especially 

in areas such as mobile security and fraud detection, being able to explain a model's decision is crucial for building 

trust with users and stakeholders (Dhieb et al., 2020). Techniques such as feature importance analysis have been 

introduced to address this challenge, providing insights into which features (e.g., specific words or phrases) are most 

relevant for identifying spam. However, interpretability remains an underexplored area in the context of SMS spam 

detection, with many models still lacking transparency. Moreover, spam messages are constantly evolving. Spammers 

use sophisticated techniques such as message obfuscation, URL shortening, and content masking to bypass detection 

systems (Swarnkar et al., 2022). Machine learning models, while effective at detecting known spam patterns, often 

struggle to keep pace with these evolving threats. Continuous learning and adaptability are essential for the 

development of future spam detection systems, but there is still a gap in research exploring how models can be made 

more adaptive to new forms of spam.  

Based on these literature reviews, from early rule-based systems to the more advanced machine learning and 

ensemble methods of today, SMS spam detection has made significant strides. However, as spammers continue to 

develop more sophisticated techniques, challenges such as data imbalance, model interpretability, and adaptability 

remain. While ensemble models such as Random Forest, Gradient Boosting, and Voting Classifiers have shown 

promise in addressing these issues, more research is needed to optimize these models for real-time, scalable, and 

interpretable spam detection. This study builds upon the existing literature by comparing multiple machines learning 

models, including ensemble techniques, and addressing key challenges such as data imbalance and interpretability 

 

   METHOD 

The research methodology employed in this study involves multiple phases, including dataset preparation, feature 

extraction, model development, hyperparameter optimization, and performance evaluation. The following sections 

detail the processes as presented in figure 1. This approach allows for a cohesive understanding of the SMS spam 

detection system's construction and evaluation. The dataset for this research consists of SMS messages, where each 

message is labeled as either "spam" or "ham" (legitimate). Let (𝐷 = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛 ) represent the dataset, where (𝑥𝑖 ∈

𝑅𝑑) denotes the feature vector corresponding to the ( 𝑖 )-th SMS message, and (𝑦𝑖 ∈ {0,1}) is the binary label, with 0 

representing ham and 1 representing spam. The goal is to develop models capable of predicting the label (𝑦𝑖) based 

on the content of the message (𝑥𝑖). 
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Figure 1. Data Science Pipeline 

 

The text data requires preprocessing to convert the messages into a format suitable for machine learning models. 

The first step is transforming the raw text data into numerical vectors. This transformation is performed using the 

Term Frequency-Inverse Document Frequency (TF-IDF) method, which captures the importance of words within a 

message relative to their occurrence across all messages. Mathematically, the TF-IDF score for a term ( 𝑡 ) in a 

message (𝑥𝑖) is calculated as the product of the term frequency (TF) and the inverse document frequency (IDF). The 

TF component is the count of term ( 𝑡 ) in message (𝑥𝑖), normalized by the total number of terms in (𝑥𝑖). The IDF 

component is calculated as IDF(𝑡) = log (
𝑛

1+| {𝑥𝑖∣∣𝑡 ∈ 𝑥𝑖} |
), where ( 𝑛 ) represents the total number of messages, and 

(| {𝑥𝑖 ∣∣ 𝑡 ∈ 𝑥𝑖} |) denotes the number of messages containing term ( 𝑡 ). The TF-IDF transformation results in a matrix 

(𝑉 ∈ 𝑅𝑛×𝑑), where each row corresponds to a message and each column represents the TF-IDF value of a term. 

Label encoding is applied to the target variable (𝑦𝑖), converting the labels into a numerical format, with 0 

representing ham and 1 representing spam. After preprocessing, the dataset is split into training and testing subsets, 

maintaining the original class distribution. Denote the training set as (𝐷_{Ⅎr{𝑡𝑟𝑎𝑖𝑛}} ⊂ 𝐷) and the testing set as 

(𝐷test ⊂ 𝐷), such that (𝐷train ∪ 𝐷test = 𝐷) and (𝐷train ∩ 𝐷test = ∅). 
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This study evaluates five machine learning classifiers: Random Forest (RF), Gradient Boosting (GB), AdaBoost 

(AB), Support Vector Machine (SVM), and Logistic Regression (LR). Additionally, an Ensemble Voting Classifier 

(VC) is constructed by combining the predictions of these base models. Each model is trained on the training set 

(𝐷train) and evaluated on the testing set (𝐷test). The Random Forest classifier is an ensemble of decision trees. Each 

tree (ℎ𝑗(𝑥)) is trained on a randomly sampled subset of the features and samples from (𝐷train). The final prediction 

(�̂�) for an input ( 𝑥 ) is obtained by averaging the predictions of all trees �̂� =
1

𝑚
∑ ℎ𝑗(𝑥)𝑚

𝑗=1 , where ( 𝑚 ) is the number 

of trees in the forest. The model's hyperparameters include the number of trees ( 𝑚 ), the maximum depth of each 

tree, and the minimum number of samples required to split a node. These parameters are tuned to optimize the model's 

performance. 

Gradient Boosting builds sequential models, where each new model corrects the errors made by the previous ones. 

The model updates are guided by minimizing a loss function (ℒ(𝑦, �̂�)), where ( 𝑦 ) is the true label, and (�̂�) is the 

predicted label. At each iteration, the model adjusts its prediction as follows ℎ𝑡(𝑥) = ℎ𝑡−1(𝑥) + 𝜂 ⋅ 𝑔𝑡(𝑥) where ( 𝜂) 

is the learning rate and (𝑔𝑡(𝑥) = −∇�̂�ℒ(𝑦, �̂�)) represents the gradient of the loss function with respect to the 

predictions. The iterative process allows Gradient Boosting to focus on the hardest-to-classified examples. 

Furthermore, adaBoost constructs a strong classifier by iteratively combining weak learners. At each iteration ( 𝑡 ), 

the model assigns higher weights to misclassified examples, making them more important in subsequent iterations. 

The weight for the ( 𝑖 )-th sample at iteration ( 𝑡 + 1 ) is updated according to the following rule 𝑤𝑖
(𝑡+1)

= 𝑤𝑖
(𝑡)

⋅

exp (𝛼𝑡 ⋅ 𝐼 (𝑦𝑖 ≠ 𝑦𝑖
(𝑡)̂

)) where (𝛼𝑡) is the weight assigned to the weak learner at iteration ( 𝑡 ), computed as α𝑡 =

1

2
log (

1−𝑒𝑡

𝑒𝑡
), and (𝑒𝑡) is the error rate at iteration ( 𝑡 ). The final classifier is a weighted sum of all the weak learners. 

Besides, Support Vector Machines (SVM) aim to find a hyperplane that maximally separates spam and ham messages 

in the feature space. Given a set of training examples ({(𝑥𝑖 , 𝑦𝑖)}), the SVM solves the following optimization problem 

min
𝑤,𝑏

⬚
1

2
|𝑤|2 subject to 𝑦𝑖(𝑤⊤𝑣𝑖 + 𝑏) ≥ 1, ∀𝐼 where (𝑤) is the weight vector, and ( 𝑏 ) is the bias term. The SVM 

classifier uses a kernel function to map the input data into a higher-dimensional space, allowing it to learn non-linear 

decision boundaries. 

Logistic Regression models the probability of a message being spam using a logistic function. The probability 

(𝑝( 𝑦 = 1 ∣∣ 𝑣𝑖 )) is given by 𝑝( 𝑦 = 1 ∣∣ 𝑣𝑖 ) =
1

1+exp(−𝑤⊤𝑣𝑖)
 where (𝑤) is the vector of model coefficients, learned by 

maximizing the log-likelihood of the training data. The Ensemble Voting Classifier combines the predictions of the 

five base models such as Random Forest, Gradient Boosting, AdaBoost, SVM, and Logistic Regression using soft 

voting. In soft voting, the final prediction (�̂�) is the class with the highest average predicted probability �̂� =

arg max
𝑘

⬚
1

𝑇
∑ 𝑃𝑡( 𝑦 = 𝑘 ∣∣ 𝑥 )𝑇

𝑡=1  where ( 𝑇 ) is the number of base classifiers, and (𝑃𝑡( 𝑦 = 𝑘 ∣∣ 𝑥 )) is the predicted 

probability of class ( 𝑘 ) by classifier ( 𝑡 ). 

Model performance is evaluated using several metrics, including accuracy, precision, recall, and F1-score. 

Accuracy is calculated as Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, where ( 𝑇𝑃 ), ( 𝑇𝑁 ), ( 𝐹𝑃 ), and ( 𝐹𝑁 ) represent the number 

of true positives, true negatives, false positives, and false negatives, respectively. Precision is given by Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, and recall is calculated as  Recall =

𝑇𝑃

𝑇𝑃+𝐹𝑁
. The F1-score is the harmonic mean of precision and recall, defined 

as F1-Score = 2 ⋅
Precision⋅Recall

Precision+Recall
. To ensure generalizability, 10-fold cross-validation is applied. The dataset is randomly 

divided into 10 equal subsets, and each model is trained on 9 subsets while being tested on the remaining subset. The 

process is repeated 10 times, and the average performance across all folds is reported. Hyperparameter tuning is 

conducted using GridSearchCV, where a grid of predefined hyperparameters is tested to find the optimal configuration 

that maximizes model performance. This methodology is designed to ensure rigor and robustness in the evaluation of 

the models, with a focus on both predictive accuracy and generalizability.  

 

   RESULT & DISCUSSIONS 

This section provides a comprehensive analysis of the results obtained from the various machine learning models 

used in this study for SMS spam detection. The models evaluated include Random Forest, Gradient Boosting, 

AdaBoost, Support Vector Machine (SVM), Logistic Regression, and an Ensemble Voting Classifier as presented in 

table 1. Each model was tuned using hyperparameter optimization, and its performance was assessed based on metrics 
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such as accuracy, precision, recall, and F1-score. These metrics provide a clear understanding of how well each model 

performs in distinguishing between ham (legitimate) and spam messages. The dataset consists of 5,572 SMS messages, 

of which 4,827 are labeled as ham and 745 as spam and can be download from (Dapat, 2024).  

This class imbalance, where legitimate messages significantly outnumber spam, presents a challenge for accurate 

spam classification. The models were evaluated using a stratified train-test split, ensuring that both the training and 

testing sets maintain the original class distribution. The process of hyperparameter tuning was performed using 

GridSearchCV to optimize each model for maximum accuracy. This allowed fine-tuning key parameters, resulting in 

the following optimized configurations for each model. The Random Forest classifier achieved its best performance 

with 100 trees, no restriction on maximum depth, and a minimum of five samples required to split a node. 

 

Results 

Gradient Boosting reached optimal results with a learning rate of 0.1, a maximum depth of 5, and 200 boosting 

stages. AdaBoost used 100 estimators and a learning rate of 1.0, while Support Vector Machine performed best with 

a linear kernel, regularization parameter ( 𝐶 =  10 ), and the ‘scale’ gamma setting. Logistic Regression was tuned 

with ( 𝐶 =  10 ), the L2 penalty, and the ‘lbfgs’ solver. Upon evaluating these models on the test set, which contains 

1,115 messages, the following results were observed. The Random Forest classifier achieved a test accuracy of 0.9740. 

The precision, recall, and F1-score for ham messages were 0.97, 1.00, and 0.99, respectively, indicating the model's 

strong ability to correctly identify ham messages. However, for spam, while the precision was perfect at 1.00, the 

recall dropped to 0.81, leading to an F1-score of 0.89. This indicates that the model occasionally misclassified spam 

as ham, reducing the effectiveness of its recall for spam detection. 

Gradient Boosting achieved a similar accuracy of 0.9713. For ham messages, the precision, recall, and F1-score 

were 0.97, 0.99, and 0.98, respectively. The performance on spam messages was slightly lower, with precision at 0.96 

and recall at 0.82, resulting in an F1-score of 0.88. Like Random Forest, Gradient Boosting struggled with recall for 

spam, meaning that some spam messages were incorrectly classified as legitimate. The AdaBoost classifier also 

yielded an accuracy of 0.9713. Its performance on ham messages remained strong, with precision and recall both near 

0.97 and 0.99. However, the spam detection precision was 0.95, and the recall was 0.83, leading to an F1-score of 0.88 

for spam. Although the precision was slightly lower than the other models, it still exhibited similar trends with a 

decline in recall for spam. 

The Support Vector Machine classifier outperformed the other individual models, with a test accuracy of 0.9857. 

The precision, recall, and F1-score for ham were 0.98, 1.00, and 0.99, respectively, showing nearly perfect 

classification of legitimate messages. For spam, SVM achieved a precision of 0.99 and a recall of 0.90, resulting in a 

high F1-score of 0.94. This result indicates that SVM was particularly effective at capturing spam messages without 

a significant drop in precision, making it one of the best models for this task. Logistic Regression also performed well, 

achieving a test accuracy of 0.9803. The model classified ham messages with high precision, recall, and F1-score, all 

close to 0.98, 1.00, and 0.99, respectively. For spam, Logistic Regression achieved a precision of 0.99 and a recall of 

0.86, resulting in an F1-score of 0.92. While its performance was slightly lower than SVM, it remained competitive, 

especially in terms of precision. 

The Ensemble Voting Classifier, which combines the predictions of the individual models, achieved a test accuracy 

of 0.9848. For ham, the precision, recall, and F1-score were 0.98, 1.00, and 0.99, respectively. The performance on 

spam was notably strong, with precision at 0.99, recall at 0.89, and an F1-score of 0.94. The ensemble approach 

effectively balanced the strengths of the individual models, resulting in high overall accuracy and improved recall for 

spam messages. This suggests that combining models allows for better performance across diverse types of messages, 

making the ensemble a robust choice for spam detection. Analyzing the results further, the Support Vector Machine 

and the Ensemble Voting Classifier demonstrated the highest performance, with accuracies of 0.9857 and 0.9848, 

respectively. Both models exhibited a balance between precision and recall for both ham and spam messages, reducing 

the number of false negatives for spam detection, a critical factor in any spam classification system. These models' 

superior recall for spam compared to the other models is particularly noteworthy, as it indicates their effectiveness in 

identifying spam messages without sacrificing precision. 

 

Discussions 

While Random Forest, Gradient Boosting, and AdaBoost performed well in terms of overall accuracy, their slightly 

lower recall for spam indicates that they may miss some spam messages, misclassifying them as legitimate. This is a 

known challenge in imbalanced datasets, where the majority class (ham) can dominate the learning process. Despite 

this, these models still provided robust results and would be useful in situations where precision is more critical than 
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recall. Feature importance analysis conducted using the Random Forest model provided insights into the terms most 

associated with spam and ham messages. Common spam-related terms included promotional words, free offers, and 

specific numbers or symbols often associated with scams or contests. This behavior aligns with the expected 

characteristics of spam messages, highlighting the model’s ability to capture key features of the spam class effectively. 

The experimental results show that machine learning models, particularly Support Vector Machine and ensemble 

methods, are highly effective for detecting SMS spam. However, future improvements could focus on addressing the 

imbalance between ham and spam messages by employing more advanced resampling techniques, such as Synthetic 

Minority Over-sampling Technique (SMOTE), or exploring alternative ensemble strategies that further enhance recall 

for spam messages. Additionally, exploring more sophisticated models, such as deep learning approaches, might lead 

to further improvements, particularly in capturing more subtle spam patterns that are difficult for traditional machine 

learning models to detect. In conclusion, while all models performed well, Support Vector Machine and the Ensemble 

Voting Classifier emerged as the most effective for SMS spam detection, particularly in maintaining a balance between 

precision and recall. These models offer a robust solution for real-world spam detection systems, where minimizing 

false negatives is crucial for maintaining system effectiveness and user trust. 

 

Table 1The results of machine learning models 
Model Accuracy Precision 

(ham) 

Recall 

(ham) 

F1-score 

(ham) 

Precision 

(spam) 

Recall 

(spam) 

F1-score 

(spam) 

Random Forest 0.974 0.97 1.0 0.99 1.0 0.81 0.89 

Gradient Boosting 0.9713 0.97 0.99 0.98 0.96 0.82 0.88 

AdaBoost 0.9713 0.97 0.99 0.98 0.95 0.83 0.88 

Support Vector 

Machine 

0.9857 0.98 1.0 0.99 0.99 0.9 0.94 

Logistic Regression 0.9803 0.98 1.0 0.99 0.99 0.86 0.92 

Ensemble Voting 

Classifier 

0.9848 0.98 1.0 0.99 0.99 0.89 0.94 

 

CONCLUSION 

This study evaluates the performance of various machine learning models for SMS spam detection, including 

Random Forest, Gradient Boosting, AdaBoost, Support Vector Machine (SVM), Logistic Regression, and an Ensemble 

Voting Classifier. In response to the growing need for accurate spam detection due to the rise of unsolicited messages, 

the research leverages hyperparameter tuning to compare these models. SVM and the Ensemble Voting Classifier were 

the most effective, with SVM achieving the highest test accuracy (0.9857) and near-perfect precision and recall for 

both ham and spam messages, while the Ensemble Voting Classifier, with an accuracy of 0.9848, offered improved 

recall for spam, reducing false negatives. Although Random Forest, Gradient Boosting, and AdaBoost performed well, 

they showed lower recall for spam, suggesting they might be more appropriate when precision is prioritized over 

recall. Feature importance analysis highlighted the models' ability to identify spam-related terms, but the class 

imbalance between ham and spam posed challenges, potentially influencing model performance. Addressing this 

imbalance through resampling techniques could enhance overall performance. Machine learning models, particularly 

SVM and ensemble methods, demonstrate robust solutions for spam detection, offering high precision and recall 

suitable for real-world applications where minimizing false negatives is critical. Future work should explore class 

imbalance solutions and investigate deep learning models for further improvements. 
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