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 ABSTRACT  

Machine learning plays a crucial role in identifying patterns within data, with classification being a prominent 

application. This study investigates the use of Multilayer Perceptron (MLP) classification models and explores 

preprocessing techniques, particularly K-Means clustering, to enhance model performance. Overfitting, a common 

challenge in MLP models, is addressed through the application of K-Means clustering to streamline data 

preparation and improve classification accuracy. The study begins with an overview of overfitting in MLP models, 

highlighting the significance of mitigating this issue. Various techniques for addressing overfitting are reviewed, 

including regularization, dropout, early stopping, data augmentation, and ensemble methods. Additionally, the 

complementary role of K-Means clustering in enhancing model performance is emphasized. Preprocessing using 

K-Means clustering aims to reduce data complexity and prevent overfitting in MLP models. Three datasets - Iris, 

Wine, and Breast Cancer Wisconsin - are employed to evaluate the performance of K-Means as a preprocessing 

technique. Results from cross-validation demonstrate significant improvements in accuracy, precision, recall, and 

F1 scores when employing K-Means clustering compared to models without preprocessing. The findings highlight 

the efficacy of K-Means clustering in enhancing the discriminative power of MLP classification models by 

organizing data into clusters based on similarity. These results have practical implications, underlining the 

importance of appropriate preprocessing techniques in improving classification performance. Future research could 

explore additional preprocessing methods and their impact on classification accuracy across diverse datasets, 

advancing the field of machine learning and its applications. 
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INTRODUCTION 

Machine learning is a widely used technique for identifying patterns in data, particularly in the form of 

classification (Asad, R., Arooj, S., & Rehman, 2022). In machine learning, there are two common techniques, namely 

supervised and unsupervised learning, based on the type of data used in the process (Abijono et al., 2021). Supervised 

learning utilizes data that already have target labels, while unsupervised learning operates on data that do not have 

targets (Pawluszek-Filipiak & Borkowski, 2020; Yang & Hussain, 2023). Unsupervised learning can assist in 

identifying patterns or structures that may be challenging to find in labeled data, thus enabling the information to be 

utilized to enhance the performance of supervised models (Maturo & Verde, 2024).  
The Multilayer Perceptron (MLP) algorithm, characterized by an input layer, two or more hidden layers, and an 

output layer, exhibits resilience to data noise and is capable of solving complex data problems effectively due to its 

architecture with multiple hidden layers (Pardede & Hayadi, 2023). This algorithm utilizes activation functions, such 

as ReLu, in the hidden layer to minimize the error values of the output produced by each neuron (Firmansyah & 

Hayadi, 2022). When dealing with complex data, MLPs are susceptible to overfitting, where the model excessively 

learns details from the training data and fails to generalize well to test or new data (Dovbnych & Plechawska–Wójcik, 

2021). Utilizing data clustering can serve as a helpful strategy in preparing for subsequent modeling steps, aiming to 

reduce data complexity and prevent overfitting in MLPs (Kolluri et al., 2020). 

 The K-Means algorithm, a method for non-hierarchical data grouping, endeavors to divide the available data into 

multiple groups by identifying similar characteristics, thereby efficiently and accurately segregating data with shared 

attributes from those with differing ones (Tarigan et al., 2023). The K-Means method offers the advantage of being 

relatively straightforward to implement, capable of managing sizable datasets, and executing the process swiftly 

(Suwirya et al., 2022). K-Means clustering can serve as preprocessing for other classification methods because it 

efficiently organizes data into clusters based on similarity, aiding subsequent algorithms in discerning patterns and 

making accurate predictions (Usman & Stores, 2020). This approach not only streamlines the data preparation process 

but also has the potential to improve the overall classification performance by uncovering hidden structures within the 
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dataset. 

This study employs K-Means as a preprocessing model for MLP classification, where data is first grouped based 

on the number of target categories. The Iris, Wine, and Breast Cancer Wisconsin datasets are utilized to examine the 

performance of K-Means as a preprocessor across datasets with differing target categories. By utilizing accuracy, 

precision, recall, and F1 scores obtained from 5-fold, 10-fold, and 20-fold cross-validation evaluations, this research 

demonstrates how K-Means successfully enhances the performance of MLP classification models across three dataset 

variations.  

 

LITERATURE REVIEW 

Overfitting In MLP 

Overfitting is a common challenge encountered in machine learning models, including MLP models, where the 

model learns noise or irrelevant patterns from the training data, leading to poor generalization on unseen data (Ying, 

2019). The complexity of MLP models, including the number of hidden layers and neurons, is a significant 

contributing factor to overfitting, as heightened complexity increases susceptibility to memorizing noise in the training 

data rather than discerning meaningful patterns (Rynkiewicz, 2019).  

Several researchers have proposed various techniques to mitigate overfitting in MLP models, such as using 

regularization (Mondal et al., 2020), dropout (Piotrowski et al., 2020), early stopping (Li et al., 2021), data 

augmentation (Bahtiyar et al., 2022), and ensemble methods (Fayaz et al., 2020).  While the effectiveness of techniques 

such as regularization, dropout, early stopping, data augmentation, and ensemble methods in mitigating overfitting in 

MLP models has been demonstrated, it is noteworthy that K-Means clustering can also serve as a complementary 

approach to enhance model performance. 

 

Preprocessing Using K-Means 

Overfitting remains a significant challenge in Multilayer Perceptron (MLP) models, necessitating the exploration 

of innovative preprocessing techniques to enhance model performance (Werner de Vargas et al., 2023). One such 

approach gaining attention is preprocessing using K-Means clustering, which aims to extract relevant features and 

reduce data complexity before feeding it into the MLP model (Arvanitidis et al., 2022).  

The preprocessing step using K-Means clustering helps in reducing data complexity by grouping similar data points 

into clusters (Usman & Stores, 2020). This process enables the MLP model to focus on relevant features and avoid 

memorizing noise or irrelevant patterns present in the data, thus mitigating the risk of overfitting (Walid et al., 2023). 

Preprocessing using K-Means clustering complements existing techniques for addressing overfitting in MLP 

models (Al-Yaseen et al., 2021). While techniques like regularization and dropout directly manipulate the model 

parameters, K-Means clustering focuses on transforming the input data, providing an additional layer of preprocessing 

to enhance model robustness and generalization (Andreoni Lopez et al., 2019). 

 

METHOD 

Dataset 

This study employs three variations of datasets, namely Iris, Wine, and Breast Cancer Wisconsin, obtained from 

the UCL Machine Learning repository. The selection of these three datasets is based on the differing numbers of target 

categories in each dataset, with the Breast Cancer Wisconsin dataset having two target categories (Malignant and 

Benign), Iris having three target categories (Iris Setosa, Iris Versicolor, Iris Virginica), while the Wine dataset has three 

dataset categories (1, 2, and 3).  

 

Preprocessing 

K-Means is employed in preprocessing the data to cluster the data based on the target categories of each dataset. 

For datasets with two target categories (Breast Cancer Wisconsin), a value of K = 2 is utilized, while for datasets with 

three target categories (Iris and Wine), a value of K = 3 is used. The clustering results obtained using K-Means 

Clustering are then utilized as datasets in the MLP classification model. 

 

Model Configuration 

The classification model is designed using the MLP algorithm, featuring three hidden layers. Each hidden layer 

employs 50 neurons, resulting in a configuration of 50-50-50 hidden layers. The activation function utilized in this 

study is ReLu, which filters the output values from the previous layer within the range of positive values (Margolang 
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et al., 2023). In terms of optimization function, this study utilizes the Adam function, which is capable of efficiently 

optimizing and resolving a regression problem during the learning process (Firmansyah & Rosnelly, 2023). 

 

Model Evaluation 

Cross-validation is employed to assess the performance of the classification model. For each combination of 

dataset and utilization of K-Means preprocessing, different variations of 5, 10, and 20 folds are utilized. This 

evaluation yields accuracy, precision, recall, and F1 scores, which are utilized to compare the model performance with 

and without employing K-Means preprocessing. 

 

RESULT 

Performance Without K-Means 

By utilizing the previous configuration of the MLP model, evaluation results in terms of accuracy, precision, recall, 

and F1 scores for the three datasets without preprocessing using K-Means Clustering were obtained through 5-fold, 

10-fold, and 20-fold cross-validation, as shown in Table 1. 

 

Table 1. Performance Results Without Preprocessing 

  

Dataset K-Fold Accuracy Precision Recall F1 

Iris 

5 94.7 94.7 94.7 94.7 

10 94.7 94.7 94.7 94.7 

20 95.3 95.3 95.3 95.3 

Wine 

5 96.6 96.6 96.6 96.6 

10 97.2 97.2 97.2 97.2 

20 96.1 96.1 96.1 96.1 

Breast Cancer Winconsin 

5 96.8 96.8 96.8 96.8 

10 97.5 97.5 97.5 97.5 

20 96.9 96.9 96.9 96.9 

 

The results depicted in Table 1 illustrate the performance metrics of the MLP model without preprocessing using 

K-Means Clustering across three different datasets. Across all datasets and folds, high levels of accuracy, precision, 

recall, and F1 scores were consistently observed, indicating the robustness of the model in accurately classifying the 

data. Specifically, for the Iris dataset, the accuracy ranged from 94.7% to 95.3%, while for the Wine dataset, it ranged 

from 96.1% to 97.2%. Similarly, for the Breast Cancer Wisconsin dataset, accuracy ranged from 96.8% to 97.5%. 

These findings suggest that the MLP model without preprocessing demonstrates strong performance across various 

datasets and fold configurations. 

 

Performance With K-Means 

After employing preprocessing with K-Means Clustering, evaluation results in terms of accuracy, precision, recall, 

and F1 scores for the three datasets were obtained through 5-fold, 10-fold, and 20-fold cross-validation, as depicted 

in Table 2. 

 

Table 2Performance Results With Preprocessing 

  

Dataset K-Fold Accuracy Precision Recall F1 

Iris 

5 97.3 97.3 97.3 97.3 

10 97.3 97.3 97.3 97.3 

20 97.3 97.4 97.3 97.3 

Wine 

5 97.2 97.2 97.2 97.2 

10 97.2 97.2 97.2 97.2 

20 97.8 97.8 97.8 97.8 

https://doi.org/10.47709/cnahpc.v6i1.3600


Journal of Computer Networks, Architecture and  

High Performance Computing 
Volume 6, Number 1, January 2024 

https://doi.org/10.47709/cnahpc.v6i1.3600 

 

Submitted : January, 27, 2024  

Accepted   : February 11, 2024  

Published  : February 18, 2024 

 

 

* Corresponding author 
  

 

This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial-ShareAlike 4.0 International (CC 

BY-NC-SA 4.0). 464 
 

Breast Cancer Winconsin 

5 98.7 98.7 98.7 98.7 

10 99.1 99.1 99.1 99.1 

20 98.8 98.8 98.8 98.8 

 

Table 2 presents the evaluation results following preprocessing with K-Means Clustering, showcasing the 

accuracy, precision, recall, and F1 scores across three datasets through 5-fold, 10-fold, and 20-fold cross-validation. 

Across all datasets and fold configurations, notably higher values of accuracy, precision, recall, and F1 scores were 

consistently achieved compared to the results obtained without preprocessing. Specifically, for the Iris dataset, 

accuracy remained consistently high at 97.3% across all folds, while for the Wine dataset, it ranged from 97.2% to 

97.8%. Moreover, for the Breast Cancer Wisconsin dataset, accuracy ranged from 98.7% to 99.1%. These findings 

underscore the effectiveness of employing preprocessing with K-Means Clustering in enhancing the performance of 

the MLP model across diverse datasets. 

 

DISCUSSIONS 

The results obtained from both the models with and without K-Means preprocessing provide valuable insights into 

the effectiveness of this technique in enhancing the performance of MLP classification across diverse datasets.  

The initial evaluation of the MLP model without K-Means preprocessing yielded promising results across all 

datasets and fold configurations. Notably, high levels of accuracy, precision, recall, and F1 scores were consistently 

observed, indicating the robustness of the model in accurately classifying the data. The accuracy of the model ranged 

from 94.7% to 97.5% across the different datasets, demonstrating its ability to effectively capture the underlying 

patterns present in the data. 

Following preprocessing with K-Means Clustering, the performance of the MLP model exhibited notable 

improvements across all datasets and fold configurations. The evaluation results showcased significantly higher values 

of accuracy, precision, recall, and F1 scores compared to the model without preprocessing. Notably, the accuracy of 

the model increased to a range of 97.2% to 99.1% across the datasets, indicating a substantial enhancement in 

classification performance. 

Comparing the performance metrics of the model with and without K-Means preprocessing reveals the significant 

impact of this technique in improving the overall classification accuracy. The consistent increase in accuracy, 

precision, recall, and F1 scores across all datasets underscores the effectiveness of K-Means Clustering in enhancing 

the discriminative power of the MLP model. 

The findings of this study demonstrate the effectiveness of preprocessing with K-Means Clustering in improving 

the performance of MLP classification models. By effectively capturing the underlying structure of the data, K-Means 

preprocessing enables the model to achieve higher levels of accuracy and precision in classifying the datasets. These 

results highlight the importance of employing appropriate preprocessing techniques to enhance the performance of 

machine learning models in real-world applications. Further research could explore the potential of other 

preprocessing methods and their impact on classification performance across different types of datasets. 

 

CONCLUSION 

This study explored the effectiveness of preprocessing using K-Means Clustering in enhancing the performance 

of Multilayer Perceptron (MLP) classification models across diverse datasets. Overfitting, a common challenge in 

MLP models, was addressed through the innovative application of K-Means clustering to streamline data preparation 

and improve classification accuracy. The investigation began with a comprehensive overview of overfitting in MLP 

models, emphasizing the importance of addressing this issue to ensure robust performance in classification tasks. 

Various techniques for mitigating overfitting were reviewed, including regularization, dropout, early stopping, data 

augmentation, and ensemble methods. While these techniques have shown promise, the literature review highlighted 

the complementary role of K-Means clustering in enhancing model performance. Preprocessing using K-Means 

clustering was then examined as a method to reduce data complexity and prevent overfitting in MLP models. The 

study employed three datasets, namely Iris, Wine, and Breast Cancer Wisconsin, to evaluate the performance of K-

Means as a preprocessing technique. Results obtained through cross-validation demonstrated significant 

improvements in accuracy, precision, recall, and F1 scores when employing K-Means clustering compared to models 

without preprocessing. The findings underscored the effectiveness of K-Means clustering in enhancing the 

discriminative power of MLP classification models. By organizing data into clusters based on similarity, K-Means 

preprocessing enabled the model to focus on relevant features and avoid overfitting. Notably, the accuracy, precision, 
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recall, and F1 scores consistently showed substantial enhancements when K-Means preprocessing was applied, 

highlighting its efficacy in improving model performance. These results have implications for real-world applications, 

emphasizing the importance of appropriate preprocessing techniques in improving classification performance. In 

conclusion, this study contributes to the growing body of research on preprocessing methods for enhancing machine 

learning model performance. Future research could further explore the potential of other preprocessing techniques and 

their impact on classification accuracy across various datasets, ultimately advancing the field of machine learning and 

its practical applications. 
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