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ABSTRACT 

 

An increasing demand for precise forecasts concerning the likelihood of landslides served as the impetus for this 

investigation. Human life, infrastructure, and the environment are all profoundly affected by this natural occasion. 

Constructing models capable of discerning intricate patterns among diverse factors that impact the likelihood of 

landslide occurrences constitutes the primary obstacle in landslide detection. Predicting potential landslides 

requires algorithms that are both accurate and efficient in their processing of vast quantities of data encompassing 

a variety of geographical, environmental, and ecological characteristics. An evaluation of the efficacy of both 

Gradient Boosting Machine and Light Gradient Boosting Machine in identifying patterns associated with landslides 

is accomplished by comparing their performance on a large and complex dataset. In the realm of potential landslide 

detection, the primary aim of this research endeavor is to assess the predictive precision, computation duration, and 

generalizability of Gradient Boosting Machine and Light Gradient Boosting Machine. This research aims to 

enhance comprehension regarding the comparative benefits of these two approaches in surmounting the obstacles 

associated with risk assessment and modeling pertaining to potential landslides, with a specific emphasis on 

efficiency and precision. The research findings are anticipated to serve as a valuable reference in the identification 

of more efficient approaches to reduce the likelihood of landslide-induced natural catastrophes. The accuracy of 

the GBM experiment reached 82% and LGBM reached 81%. 
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INTRODUCTION 

Landslides all gravely endanger human life, infrastructure, and the environment. These calamities can occur 

abruptly and result in catastrophic consequences, such as property damage, loss of life, and disruption to the social 

and economic activities of individuals in different regions of the globe. The risk of landslides is escalating, particularly 

in areas with delicate topography, environmental fluctuations, severe weather conditions, and significant human 

intervention. Prompt identification of potential landslides is essential to minimize their impact. The identification of 

potential landslides is hindered by the intricate interplay of geographic, geological, and environmental factors, which 

presents difficulties in creating precise and effective predictive models. Hence, the primary objective is to enhance the 

precision and efficiency of forecasting potential landslides by employing technology and machine learning techniques 

in the analysis of geospatial data. Within this framework, it is pertinent to assess and comprehend the merits and 

constraints of different methods, such as Gradient Boosting Machine (GBM) and Light Gradient Boosting Machine 

(Oluwatosin et al., 2023), to effectively detect potential landslides. Gradient boosting machines are boosting 

algorithms that are versatile enough to be used for both regression and classification; they rely on regression trees as 

their base learners. A classifier was iteratively trained using the base learners and the negative gradient of a 

differentiable loss function for a classification problem (Sunaryono et al., 2022). The training data was used to expect 

the classifier to minimize the loss function (Friedman, 2001). By acquiring a comprehensive comprehension of these 

methodologies, the aim is to develop more efficient and adaptable approaches to reducing risks and gaining a better 

understanding of the peril posed by landslides in pursuit of guaranteeing the enduring sustainability of both the 

environment and society. 

The challenge in detecting potential landslides lies in the intricacy of identifying patterns that have the potential 
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to initiate the catastrophe. A range of environmental, geographic, and geological factors influences the probability of 

landslides. However, analysing data related to these factors is a complex task. Efficient algorithms that can handle 

vast amounts of data containing intricate characteristics are crucial, particularly for accurately forecasting potential 

landslides. Furthermore, the computational time needed for this process is an essential factor, as landslide detection 

necessitates a swift response to implement preventive or mitigation measures promptly. Hence, the primary objective 

is to discover effective and precise methods for analysing intricate data to forecast possible landslides.  

The objective of this study is to assess and contrast the efficacy of Light Gradient Boosting Machine (Oram et al., 

2021) and Gradient Boosting Machine (Yin et al., 2024) as machine learning approaches for the purpose of identifying 

potential landslides. The impending necessity for precise forecasts concerning the natural occurrence of landslides, 

which severely affect human life, infrastructure, and the environment, provides the impetus for this research. 

Confronting the intricate patterns that govern the occurrence of landslides, which are influenced by a multitude of 

environmental, geographic, and geological factors, represents the primary obstacle. To tackle this challenge, the main 

goal of this research is to develop a computational algorithm that is both accurate and efficient in handling large 

datasets with complex characteristics. In the context of potential landslide detection, the primary objective of this 

study is to assess the prediction accuracy, computation time, and generalization capabilities of both Light Gradient 

Boosting Machine and Gradient Boosting Machine (Deng et al., 2024) by comparing their performance on a large and 

diverse dataset. 

The processing of exceedingly complex data primarily involves the application of machine learning (Hindarto & 

Djajadi, 2023) techniques to overcome the obstacles encountered in landslide detection. Gradient Boosting Machine 

(Thongthammachart et al., 2022), (Hindarto & Santoso, 2022)  and Light Gradient Boosting Machine, two techniques 

selected for comparison, are iterations of ensemble learning algorithms that have demonstrated efficacy across a range 

of applications. Gradient Boosting Machine, despite its prowess in generating precise predictions, frequently 

encounters computational time challenges attributable to its sequential boosting methodology. As an alternative, Light 

Gradient Boosting Machine provides enhanced velocity through the utilization of a histogram-based method, which 

speeds up model construction through the parallel division of nodes. Hence, conducting a comparative analysis of 

Gradient Boosting Machine and Light Gradient Boosting Machine (Mishra et al., 2023) regarding the detection of 

potential landslides will yield more profound insights into the comparative merits of each methodology, particularly 

when confronted with the intricacies of data encompassing diverse environmental variables. 

Research inquiries pertaining to the identification of potential landslides are as follows: 

What is the performance comparison between Gradient Boosting Machine and Light Gradient Boosting Machine 

predictive models in forecasting the likelihood of landslides using different environmental, geographic, and geological 

characteristics? Research Question 1. Can the enhanced computational speed provided by Light Gradient Boosting 

Machine compensate for or improve the accuracy of predictions concerning landslide susceptibility compared to 

Gradient Boosting Machine when dealing with extensive and intricate datasets? Research Question 2. 

 

LITERATURE REVIEW 

This study presents a transparent machine-learning model for forecasting carbon price trends. It utilizes five 

techniques: CEEMDAN, TFS, LightGBM, BOA, and SHAP. The model demonstrates superior performance compared 

to other benchmark models in making predictions for multiple steps. The most crucial features are the high-frequency 

intrinsic mode function components. This model is a highly efficient tool for accurately predicting carbon prices (Deng 

et al., 2024). In this study, we compared the effects of three different machine learning algorithms on the classification 

of sleep stages in healthy participants and those with major depressive disorder: Support Vector Machines (Hindarto 

& Santoso, 2022), Random Forest, and LightGBM. The results indicated that LightGBM outperformed SVM and 

Random Forest in terms of accuracy. The inclusion of demographic features and HDRS score was found to be essential 

for distinguishing between DD and DD classifications (Tai et al., 2024). Machine learning models use subjective and 

random grading conditioning factors, according to a Wenzhou, China, study on landslide susceptibility modeling. The 

study examined non-grading, equal intervals, and natural breaks. The Support Vector Machine (SVM) model worked 

best with 8-level grading and natural breaks, while decision trees and ensemble models worked better without grading. 

GRU and DNN models benefit from equidistant grading over 12 levels, while LSTM models thrive with over 16 (Zeng 

et al., 2024) (Guo et al., 2023). Decisionmakers need landslide susceptibility maps to plan for future disasters. 

Landslide prediction model uncertainty was quantified using eight machine-learning techniques in a new framework. 

Four ensemble models were tested, and the weighted mean of probability was the best. A confident map shows that 
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74% of past landslides have higher susceptibility and low uncertainty. MLT-based micro-level zonation may improve 

landslide susceptibility maps and identify future landslide-prone areas (Achu et al., 2023). The study evaluated 

machine learning models like ANN, GBM, RF, and SVM in rainfall-induced landslide susceptibility mapping in 

Turkey's highest rainfall areas. The study used a landslide inventory with 533 polygons, with 70% for training and 

30% for validation. The models' prediction rates were 93.8%, 94.8%, 96.1%, and 97%, with GBM outperforming 

other models (Achu et al., 2023). This paper proposes Bayesian optimization to improve landslide susceptibility 

assessment machine learning models. The study uses China's Anhua County, where many landslides have occurred. 

Random forest, SVM, and gradient boost decision tree are used. Considering training/test set ratios, the Bayesian 

optimization algorithm finds the optimal P/N sample ratio. SVM (Hindarto, 2022), RF, and GBDT performed better, 

but RF and GBDT are better for sample imbalance (Yang et al., 2023).  

Research on carbon price modeling, sleep stage classification, and landslide susceptibility gives us much 

information about how machine learning can be used. There are, however, several gaps that can be seen. Cross-domain 

integration in the use of machine learning techniques still needs to be fully realized, which limits the model exploration 

that can be done on different problems. When people focus on how well a model works, they forget to think about 

how easy it is to understand. This can affect how much people trust and use the model, especially when it comes to 

predicting natural disasters. Getting rid of sample imbalance is another issue, and different studies give different advice 

on how to do this. In landslide susceptibility modeling or carbon price forecasting, the best way to use demographic 

variables that have been shown to be essential for sleep classification has yet to be found. Getting these holes filled 

can make machine learning applications stronger by making them easier to understand, allowing integration across 

domains, fixing uneven sample management, and using more data to make more accurate predictions. 

 

METHOD 

 The research approach encompasses the methods and strategies implemented during the stages of data collection, 

analysis, and model development. By conducting a comprehensive literature review and preparing the dataset, this 

study establishes a solid groundwork. The implementation of training with the Gradient Boosting Machine and Light 

Gradient Boosting Machine yields a predictive model that is reasonably accurate. The validity of the model is 

confirmed through an assessment of its performance on distinct datasets. Methodical procedures are implemented to 

generate dependable and pertinent outcomes consistent with the declared research goals. 

 

 
Figure 1. Proposed research methods 

Source: Researcher Property 

 

 Figure 1 highlights the crucial significance of the initial stage in research, which serves as a fundamental basis for 

subsequent progress. The initial stage of this methodological research centers on conducting a comprehensive review 
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of existing literature and gathering relevant datasets. At this stage, the initial step is to perform a comprehensive 

examination of the literature pertaining to the chosen research subject. This process facilitates comprehension of the 

context, theories, prior research, and methodologies employed in the relevant field. In addition to that, this stage also 

encompasses the acquisition of datasets that will serve as the foundation for subsequent analysis. Following the 

completion of the preliminary stage, the subsequent step is stage 2, specifically the preparation of the dataset. In this 

step, the gathered dataset will be processed to facilitate subsequent analysis. 

 One crucial aspect of this stage involves partitioning the dataset into two primary components: Training Data 

(80%) and Testing Data (20%). The division is crucial to ensure that the developed model can be adequately tested on 

data that was not utilized during training, thus reducing the likelihood of overfitting, and promoting improved 

generalization. Stage 3 is dedicated to training the model using two distinct methods: Gradient Boosting Machine and 

Light Gradient Boosting Machine. The training process of this model entails utilizing a pre-existing dataset that has 

been prepared in advance. Light Gradient Boosting Machines and Gradient Boosting Machines, in order to construct 

trustworthy prediction models, are two widely utilized machine learning techniques used in the construction of 

dependable prediction models. 

 The objective of this training process is to optimize the model to discern patterns within the data and generate 

predictions with a high degree of accuracy. Stage 4 involves conducting a performance evaluation of the model that 

was trained earlier. This evaluation is conducted using pre-separated Testing Data. The primary objective is to assess 

the model's capacity to generate precise and dependable predictions using previously unseen data. The evaluation 

phase is vital to guarantee the dependability of the model prior to its implementation in real-life scenarios. This 

methodology comprises a systematic sequence of steps aimed at ensuring the meticulous execution of research, 

starting from the initial comprehension of existing literature and culminating in the final assessment of the developed 

model. The objective of this process is to generate predictive models that are dependable and valuable in applicable 

scenarios. 

 

Gradient Boosting Machine 

 Landslide detection is a critical component of mitigation strategies for natural disasters, given their destructive 

potential. In this instance, machine learning techniques, specifically the Gradient Boosting Machine, were 

implemented. Gradient Boosting Machine is an ensemble technique that iteratively enhances a model through the 

identification and rectification of prior deficiencies. When considering landslide detection, the application of Gradient 

Boosting Machine can be advantageous in the examination of numerous determinants that impact the propensity for 

landslides to transpire. The initial step in this detection procedure is the collection of a dataset containing innumerable 

variables, including geological conditions, precipitation, soil type, elevation, and the occurrence of landslides in the 

past. A comprehensive literature review is necessary at this stage to ensure that the variables used for model 

construction are pertinent and representative. Following the collection of the dataset, data preparation is performed by 

separating the data into training and testing sets. 

 Using a dataset that was previously prepared, the Gradient Boosting Machine model is trained during the training 

phase. This procedure facilitates the model's acquisition of intricate relationships between established variables and 

the propensity for landslides to transpire. The Gradient Boosting Machine improves its predictive performance 

iteratively through the identification of errors in previous predictions and the modification of subsequent predictions. 

This enables the model to acquire knowledge from the data in an iterative fashion, thereby enhancing the precision of 

its forecasts throughout the procedure. Validating the performance of the trained model is crucial. In the evaluation 

phase, a distinct dataset is utilized, which was not used during the training phase. By evaluating the model's 

performance on this dataset, the accuracy with which it predicted landslide tendencies was determined. It is critical to 

conduct this evaluation to ascertain that the model possesses the capability to not only discern patterns within the 

training data but also generate accurate predictions on novel data. The utilization of Gradient Boosting Machine for 

the detection of landslides exemplifies the potential of machine learning technology to aid in the mitigation of risks 

associated with natural disasters. Through the implementation of this methodology, the expectation is that a predictive 

framework can be constructed to aid in the identification of landslide-prone regions, thereby facilitating more precise 

and efficient initiatives for prevention and mitigation. The Gradient Boosting Machine can be seen in Figure 2. 
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Figure 2. Gradient Boosting Machine 

Source: Google Image 

 

Light Gradient Boosting Machine 

Landslide detection is possible with the aid of the practical and potent machine learning algorithm Light Gradient 

Boosting Machine (LightGBM). LightGBM is an excellent option for analyzing variables that affect the probability 

of landslides due to its streamlined data processing capabilities regarding large data volumes. Collecting a dataset 

comprising diverse variables—including geological attributes, climate data, soil composition, topographical features, 

and historical records of landslides—is the initial step in implementing LightGBM for landslide detection. To ensure 

that pertinent and representative variables are incorporated, this procedure necessitates the participation of domain 

specialists. Data preparation follows the collection of the dataset and consists of separating the data into sections for 

evaluation and training purposes. 

During the training phase, the pre-prepared dataset will be processed by the LightGBM model. This algorithm operates 

similarly to a Gradient Boosting Machine in that it refines the model iteratively by concentrating on its previous flaws. 

In contrast, LightGBM exhibits notable benefits in terms of memory utilization efficiency and speed, which enables 

it to process sizable datasets with greater efficiency. Consequently, this renders it a favorable option for intricate 

analyses, including landslide detection. The performance of the models generated by LightGBM must be validated. A 

distinct testing dataset is utilized during the evaluation phase; this dataset was not utilized during training. This dataset 

will be used to evaluate the model's predictive capability regarding the probability of landslides. It is essential that the 

model not only comprehends patterns in the training data but also generates accurate predictions on never-before-seen 

data, as this evaluation verifies. In terms of comprehending the elements that contribute to landslides, the application 

of LightGBM in landslide detection exhibits tremendous promise. LightGBM can assist in the identification of 

landslide-prone regions by processing data quickly and effectively, thereby supplying critical information for risk 

reduction initiatives and the prevention of natural catastrophes. 

 

RESULT 

Dataset 

The dataset sourced from Kaggle comprises data on landslide disasters and associated factors. Each data point 

consists of 13 observed features, namely Landslide, Aspect (land aspect), Curvature (land stiffness), Earthquake, 

Elevation (height), Flow, Lithology, NDVI (Normalized Difference Vegetation Index), NDWI (Normalized Difference 

Water Index), Plan, Precipitation (rainfall), Profile, and Slope. This dataset comprises 1212 data points and offers an 

opportunity to examine the correlation between different geographic, environmental, and natural event factors and the 

likelihood of landslides. Every characteristic in this dataset plays a crucial role in analyzing and forecasting landslide 
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propensities. For instance, elevation plays a pivotal role as more inclined terrains have an increased susceptibility to 

landslides. 

Curvature, or the stiffness of the land, can also have a significant impact as it can indicate the likelihood of 

landslides in areas with extreme topographic features. Human factors, such as land use and rock type, can have a 

significant impact on slope stability, providing valuable insights. Furthermore, investigating the correlation between 

environmental factors, such as the Normalized Difference Water Index and the Normalized Difference Vegetation 

Index, and the likelihood of landslides could be a captivating research field. NDVI quantifies the density of vegetation, 

whereas NDWI quantifies the moisture content of soil. Both indices can offer insights into land conditions that are 

prone to landslides. Natural phenomena such as earthquakes and rainfall are significant factors to consider, as they 

have the potential to initiate or amplify the likelihood of landslides. Conducting a meticulous analysis of a dataset that 

encompasses a wide range of information will help you understand the patterns and factors that affect the likelihood 

of landslides better. Utilizing an appropriate data analysis methodology can aid in the prevention and mitigation of 

disasters by enabling the identification of susceptible regions and the formulation of more efficient strategies to 

minimize the likelihood of future landslides. The dataset is visible in Figure 3. 

 

 
Figure 3. Dataset 

Source: Kaggle 

 

 Figure 4, a curve representing the performance of a classification model at various thresholds is referred to as the 

ROC (Receiver Operating Characteristic). When judging how well a classification model works, ROC is a crucial 

metric that defines the relationship between False Positive Rate (FPR) and True Positive Rate (TPR). As ensemble 

algorithms, they are frequently employed in predictive modeling and are highly effective in classification tasks when 

applied to Gradient Boosting Machines and Light Gradient Boosting Machines. By combining many weak models 

(weak learners) into one robust model, GBM is an ensemble algorithm that constructs predictive models. The 

assessment of the model's ability to distinguish between positive and negative classes is illustrated by the Area Under 

the Curve (AUC) value for GBM's ROC. Baseline GBM has an AUC of 0.80 in the given example; Model 1 exhibits 

a marginal enhancement to 0.81, suggesting a marginal improvement in the ability of the model to distinguish between 

classes. 
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Figure 4 Receiver Operating Characteristic of GBM and LGBM 

Source: Researcher Property 

 

 In contrast, LGBM is a refinement of GBM designed to enhance performance, speed, and efficiency. AUC is 

another metric used to assess ROC for LGBM. The illustration demonstrates that Baseline LGBM possesses an area 

under the curve (AUC) of 0.82. While Model 1 exhibits a marginally lower AUC value of 0.81, its efficacy on test 

data is enhanced to 0.830. This result indicates that the LGBM model improved its accuracy on the test data despite a 

slight decrease in the AUC. Understanding the model's ability to distinguish between positive and negative classes is 

the significance of ROC in both types of algorithms. In addition to accuracy, precision, recall, and F1-score, which 

offer a more comprehensive understanding of model performance, it is critical to incorporate additional metrics such 

as AUC or ROC values, which provide a broad indication of model performance. It is essential to acknowledge that 

while there may be minor variations in AUC values among models, these fluctuations may not necessarily indicate 

substantial disparities in their operational capability. On occasion, a more comprehensive understanding of the benefits 

between the developed GBM and LGBM models requires an additional emphasis on accuracy and other relevant 

metrics. 

Table 1. Gradient Boosting Machine 

 precision recall f1-score support 

0 0,83 0,84 0,82 124 

1 0,82 0,78 0,82 119 

     

Accuracy   0,82 243 

Macro avg 0,82 0,81 0,82 243 

Weighted avg 0,82 0,82 0,82 243 

 

Table 1, the results of assessing the performance of the Gradient Boosting Machine (GBM) model in a classification 

task are presented in Table 1. The evaluation process incorporates various significant metrics, including precision, 

recall, f1-score, and accuracy values, to assess the model's overall performance. One measure of a model's accuracy 

is its precision, which is defined as the percentage of true positives out of all possible positives. In the given context, 

class 0 exhibits a precision value of 0.81, indicating that the model accurately predicts approximately 81% of instances. 

In contrast, the precision of class 1 is 0.82, which signifies that approximately 82% of predictions made by class 1 are 

valid. The recall metric evaluates the model's ability to recognize positive instances. With a recall of 0.84, the model 

is capable of accurately identifying approximately 84% of the actual cases of class 0. Class 1, on the other hand, 

exhibits a recall value of 0.78, signifying that the model can discern a mere 78% of the total instances belonging to 
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class 1. The harmonic average value between recall and precision is the F1-score. The f1-score for class 0 is 0.82, 

which is the harmonic of the precision and recall for class 0. In the interim, the f1-score for class 1 is 0.82, suggesting 

that class 1 recall and precision are in equilibrium. The GBM model achieves an overall accuracy of 0.81, denoting 

the proportion of accurate predictions made across the complete evaluation dataset. The overall assessment outcomes 

demonstrate consistency in the performance of the model, as indicated by the weighted average (weighted average) 

and the mean value (macro average) of the precision, recall, and f1-score metrics. With an accuracy of 81%, it is 

possible to conclude that the GBM model exhibits satisfactory overall performance based on the findings of this 

evaluation. Despite a marginal disparity in precision and recall metrics between classes 0 and 1, the model 

demonstrates adequate classification performance for both courses, as indicated by the balanced f1-score value. To 

prevent the omission of actual positive examples in class 1, it may be necessary to place particular emphasis on 

improving recall for class 1. 

Table 2. Light Gradient Boosting Machine 

 precision recall f1-score support 

0 0,81 0,81 0,81 124 

1 0,80 0,81 0,80 119 

     

Accuracy   0,81 243 

Macro avg 0,81 0,81 0,81 243 

Weighted avg 0,81 0,81 0,81 243 
 

 Table 2 presents the performance evaluation outcomes of the Light Gradient Boosting Machine (LGBM) model in 

a classification task, utilizing multiple evaluation metrics such as precision, recall, f1-score, and overall accuracy. The 

precision of class 0, which represents the accuracy of optimistic predictions made by the model, is 0.81. This indicates 

that approximately 81% of the model's predictions for class 0 are correct. Class 1 has a precision of 0.80, meaning 

that approximately 80% of the forecasts for class 1 are accurate. The recall metric, which assesses the model's capacity 

to identify positive instances correctly, indicates that class 0 has a recall rate of 0.81. This implies that the model can 

recognize approximately 81% of all actual class 0 examples. The recall for class 1 is 0.81, which means that the model 

can correctly identify approximately 81% of all instances belonging to class 1. The F1 score is determined by summing 

the precision and recall scores harmonically. Both class 0 and class 1 exhibit a f1-score of 0.81 in this scenario, 

indicating a harmonious equilibrium between precision and recall in both classes. 

 The LGBM model achieved an overall accuracy of 0.81, representing the proportion of accurate predictions made 

across the entire evaluation dataset. The evaluation demonstrates consistency in model performance, as indicated by 

both the macro average and weighted average values of precision, recall, and f1-score. The results of the evaluation 

suggest that the LGBM model performs admirably in all respects, achieving an accuracy rate of 81%. Despite minor 

discrepancies in precision and recall between classes 0 and 1, the balanced f1-score accurately reflects the model's 

proficiency in classifying both classes. Importantly, LGBM performs very similarly to earlier GBM models with 

respect to recall, f1-score, and precision, suggesting that both exhibit similar performance in each classification task. 

While there is room for enhancement in class 1 precision and recall, the LGBM model has exhibited commendable 

performance in this classification task. 

 

DISCUSSIONS 

What is the performance comparison between Gradient Boosting Machine and Light Gradient Boosting Machine 

predictive models in forecasting the likelihood of landslides using different environmental, geographic, and geological 

characteristics? 

Examining the performance comparison between Gradient Boosting Machine and Light Gradient Boosting Machine 

in forecasting the probability of landslides using different environmental, geographic, and geological features is crucial 

for comprehending the effectiveness of these models in tackling this significant problem. Accurate prediction models 

are necessary for the early detection and mitigation of landslides, which are complex natural disasters influenced by 

multiple factors. The comparison commences by comprehending the mechanisms that underlie the two models. GBM, 

an influential ensemble learning technique, builds a series of decision trees sequentially to rectify mistakes, leading to 
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a progressively robust predictive model. Light GBM, a refined version, utilizes a histogram-based technique that 

allows for concurrent node splitting during the construction of decision trees, resulting in improved computational 

speed. 

When assessing their performance, the main emphasis is on their capacity to efficiently analyse diverse 

environmental, geographic, and geological data to estimate the likelihood of landslides. Sequential enhancement 

techniques in GBM may encounter computational limitations, particularly when handling large datasets with intricate 

features. Light GBM's novel method of parallelizing node splitting enables it to effectively process vast quantities of 

intricate data, potentially leading to expedited model training and predictions. Nevertheless, the crucial factor lies not 

solely in the computational velocity but also in the precision of the forecasts. The objective of the comparison is to 

evaluate whether the computational acceleration of Light GBM results in a decrease in prediction accuracy compared 

to GBM or if it can maintain or even enhance prediction accuracy while increasing processing speed. This study 

conducted experiments using comprehensive datasets encompassing various environmental, geographic, and 

geological factors that contribute to the occurrence of landslides. The data set comprises terrain attributes, rainfall 

patterns, soil characteristics, vegetation cover, and geological features. The GBM and Light GBM models underwent 

training, validation, and testing using these datasets, allowing for meticulous assessment of their predictive abilities. 

This evaluation incorporates metrics such as accuracy, precision, recall, and F1 score to gauge the model's 

effectiveness in detecting potential landslides thoroughly. 

Furthermore, this study examines computational efficiency by quantifying the time needed for both models to 

process and generate predictions for specific data sets. This comparison facilitates the assessment of whether Light 

GBM's computational efficiency compromises the accuracy of landslide forecasting in comparison to GBM or if it 

successfully achieves a harmonious equilibrium between speed and precision. The primary objective of this 

comparison is to offer a deeper understanding of the balance between computational speed and prediction accuracy in 

landslide prediction models. This will empower stakeholders to make well-informed decisions when choosing the 

most suitable model for their requirements and limitations in managing landslide-related risks. 

Can the enhanced computational speed provided by Light Gradient Boosting Machine compensate for or improve 

the accuracy of predictions concerning landslide susceptibility compared to Gradient Boosting Machine when dealing 

with extensive and intricate datasets? Research Question 2. 

It is essential to investigate whether the increased computational speed provided by a Light Gradient Boosting 

Machine can enhance or improve the accuracy of landslide susceptibility predictions compared to a Gradient Boosting 

Machine when dealing with large and complex datasets. This exploration will help us understand the trade-off between 

efficiency and accuracy in predictive modelling. To predict landslide susceptibility, it is necessary to use strong models 

that can handle large and intricate datasets effectively while maintaining high accuracy. This analysis explores the 

distinct abilities of Light GBM and GBM in handling complex datasets, providing insight into their predictive accuracy 

when it comes to landslide susceptibility.  

GBM, known for its ensemble learning methodology, sequentially builds decision trees, iteratively rectifying 

mistakes to generate a robust predictive model. Nevertheless, the sequential nature of the data may present difficulties 

when dealing with large datasets that have complex characteristics, potentially causing computational limitations. 

Conversely, Light GBM employs a novel histogram-based technique that concurrently splits nodes during decision 

tree building, resulting in improved computational efficiency. One question that arises is whether the increased speed 

in processing large datasets has a positive effect on the accuracy of landslide susceptibility predictions or if it 

potentially undermines the precision achieved by GBM. 

The research aims to evaluate the predictive accuracy of both models in determining landslide susceptibility. This 

will be done by analysing comprehensive datasets that include various environmental, geographic, and geological 

factors known to affect the likelihood of landslides. The datasets include terrain attributes, rainfall patterns, soil 

properties, land cover, and geological features, which represent the complex factors that contribute to landslides. The 

GBM and Light GBM models are subjected to intensive training, validation, and testing using these datasets, with the 

goal of revealing their predictive capabilities. The evaluation metric encompasses accuracy, precision, recall, and F1-

score, providing a comprehensive assessment of the models' abilities to identify areas susceptible to landslides. The 

comparison focuses on whether the faster computational speed of Light GBM results in similar or better accuracy in 

predicting landslide susceptibility compared to GBM. It is crucial to determine whether Light GBM can maintain or 

improve predictive accuracy while also increasing computational efficiency. In addition, the study examines the trade-

offs between computational speed and predictive accuracy by analysing the processing time of both models when 
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handling large datasets and producing predictions of landslide susceptibility. This thorough examination helps 

determine if Light GBM's faster computation sacrifices accuracy or if it achieves a commendable equilibrium between 

efficiency and precision in predicting landslide susceptibility. The primary aim of this comparison is to enhance 

comprehension of the complex relationship between computational speed and predictive accuracy in landslide 

susceptibility models. The findings guide stakeholders in choosing the most appropriate model according to specific 

requirements and constraints, enabling the implementation of effective strategies to mitigate the risks associated with 

landslides. 

CONCLUSION 

Ensemble algorithms such as Gradient Boosting Machines and Light Gradient Boosting Machines rely heavily on 

the ROC to assess the efficacy of their classification models. Using a combination of weak models, GBM builds a 

more robust predictive model. This algorithm is part of an ensemble. The capacity of the model to differentiate between 

positive and negative classes is shown by the Area Under the Curve (AUC) value for GBM's ROC. Improved in speed, 

efficiency, and performance, LGBM is an upgrade from GBM. Several metrics are used to evaluate the model's overall 

performance, such as accuracy values, f1-score, recall, and precision. Overall, the GBM model performs satisfactorily, 

with an accuracy of 82%. Consistent model performance is demonstrated by the LGBM model, which attains an 

overall accuracy of 81%. Both models could improve upon class 1 precision and recall, but overall, they perform 

admirably on the given classification task. 
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